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Executive Summary

This report describes the research activity in the Seventh FramewogkaPnme, Theme 3 “Inm
formation and Communication Technologies”, STREP research prbjecarchical and Dis-

tributed Model Predictive Control of Large Scale Systems- HD-MRC, focusing on WP2 |
“Definition of the hierarchical architecture for control design” - task 2Refinition of the con-
trol architecture”, task 2.3: "Extension of the control architecture’k £ag: "Multi-level models”.
The report is organized in five main chapters:

e Chapter 1 summarizes four main cases where hierarchical control agebei.e. cascade
systems, multi time scale systems, or system described at different levelsticEdcion (se€
also Deliverable D2.1), which have been considered in the report.

e Chapter 2 presents an approach to the design of hierarchical coydtehss with Model
Predictive Control (MPC). A mathematical formulation of the problem is glveronsid-
ering a three layers structure and different time scales.

e Chapter 3 describes two different communications protocol among theslayech have
been defined to coordinate the control actions computed at the diffevets.le

e Chapter 4 shows how the proposed algorithmic solution fits with the main stractdopte
for hierarchical control and described in Chapter 1.

e Chapter 5 is devoted to present a very simple worked example useful toatkisiow th
proposed methodology can be adapted to consider the different dgasessgd in Chapt
1.
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Chapter 1

Chapter 1

Introduction

In Deliverable D2.1 it has been extensively discussed how hieratdircetures in control can be
used to cope with a number of industrial problems. Specifically, the followonig felevant cases
have been identified:

Case 1.When the plant under control is composed by many process units, it isahtbvi® design
a high level regulator optimizing the overall performance and coordinategitiderlying units. In
practice, the controller can be organized according to a cascade strudtare the high level reg-
ulator computes the reference signals for the systems at the lower leveh inhiorn are equipped
with local controllers and provide the higher level with the required (cdndictions. Additional in-
formation may be transmitted from the lower level to the upper one to guaramtethe¢hcoordinator
provides the lower level with feasible references.

Case 2.The synthesis problem for systems characterized by significantly diffdy@amic behaviors,
often called singularly perturbed [2], has been widely studied in the literésee [1] for an industrial
example). The control action is usually due to two main contributions: a regwaiding at low
frequency and accounting for the slow dynamics produces both the afaive control variables with
a long term effect and the references (inputs and states) for anethdator working at an higher
frequency. In turn, the latter regulator computes the values of the manigpuiatables with a short
term effect, so as to obtain a tighter control action and to reject disturbance

Case 3.A hierarchical control scheme widely employed is the one adopted in thextohfdantwide
control [4],[3] where different models of the system under contrelused to design regulators work-
ing at slow and high frequencies. At the higher level of the hierarchynalied model is used
to compute the reference values for the lower level by minimizing a cost funasoally based on
economic considerations. At the lower level a dynamic model is used foytiesis of a regulator
(typically designed with MPC) guaranteeing the proper effective coattbn.

Case 4. A simplified version of the scheme described in case 3 consists of a top |&yea static
model of the system used to fix the set-point for the lower level controllers.

Although studies on the design of hierarchical control systems can legltback to the early ‘70s
(see, e.g., [8]) and have received attention for many years [4], thidgm of designing an overall
control system based on MPC and guaranteeing some fundamentattig®pguch as stability and
robustness, has not been fully solved yet and only partial resultvaitatde, see [11, 9].

In this direction, this report gives a mathematical formulation of the contrsigdeproblem and

presents a possible solution with MPC that provides a unifying framewarthéfour cases listed
above. Specifically, the system under control is assumed to be desbyilzethree layers structure,
where each layer is characterized by a different dynamic behaviorariyolayer, starting from the
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highest one which corresponds to the slowest representation of teensyen MPC problem is for-
mulated and its solution is passed to the lower layer until the procedure is cothplgte results
contained in this report have been also described in [10].

Introduction 5



Chapter 2

Chapter 2

Problem definition and control algorithm

The problem is formulated for the case of three layers systems. Neveghtle proposed approach
can be modified in a natural way to includéayers systems with > 2.

Consider a system with different dynamic behaviors and described ligltbwing set of state equa-
tions:

X (ke +1) = (xé( > (k). X <kf>,
uf (ke),u (ko)) (2.1a)

xhke +1) = fh (< (ks (kf),
ul (kp),u (ko)) (2.1b)

Xi (ke +1) = £ (X (k X! (Kp),
ud (ko) (ko). u <kf>) (2.10)

where thehigh levelstate and input variableé and ué are associated to a “slow” dynamics, the
middle Ievelvariablesx,fn and u,fn to a “medium” dynamics and thiew Ievelvariablesx]f and u]f to
a “fast” dynamics. The time indelk is related to a base fast time scale, where the fastest dynamic
behaviors are adequately represented. Then, the supersanihe previous symbology means that
the state and input variables, as well as the transition functions, areasddo the fast time scale.
The state and control inputs are required to belong to given compactaetining the origin as
interior point, i.e.,xé c Zs, ué € Us, xrfn € Zm, u,fn € U, x]f e Zi, ui € Us.

In order to develop the multiscale MPC algorithm presented below, it is alsih witroducing a
“medium” and a “slow” time scale by defining the time index of the medium time $gadeN so that
ki = vmkm (for some fixed positive integery), and the time index of the slow time scddec N so
thatk, = viks (for some fixed positive integer), thusks = vsks with vs = viypVe.

The following assumption, concerning the update of the control variat#élects the different
control objectives at different time scales:

Assumption 1 The control variable fi is allowed to vary at every medium sampling period, i.e.,
u,':q(vmkari) = urfn(vmkmy i=0,...,vm—1. Such acommon value is denoted kyk), thus defining

a control signal in the medium time scale.

The control variable Q is allowed to vary at every slow sampling period, i.é.(\uker i)= ué (vsks),
i=0,...,vs— 1: such a common value is denoted hyky), thus defining a control signal in the slow

Problem definition and control algorithm 6



Chapter 2

time scale. Obviously, this means thétis also constant over the medium sampling periods, hence
ué(vmkar i) = ué(vmk,n), i=0,....,.vn—1 (such a common value is denoted lg‘i(kh)) as well as
Us(ks) = ul(viks+i) = ud(véks), i =0,...,vi— 1. &

We letx(km) = x! (Vimkm) and>é(ks) = x! (vsks) be the sampling of the state variables according to
the medium and to the slow time scale, respectively (wheftés" f, mors, in turn). To simplify the
notation, we leks (k) = x]f (ki), us (ki) =u (kf) m(Km) = Xm(km) andxs(ks) = x3(ks).

According to Assumption /1 and to the notation introduced above, the dynamics and x;)
can easily (although implicitly, in the case of nonlinear systems) be descriliedniis of suitable
functionsf" and {17 as follows:

X' (km+1) = 8" (X3 (km), Xm(km), X{'(km),
ug'(Km), Um (km)aUF](km)) (2.2a)

Xm(km+1) = T (X3"(km), Xm(km), X7 (km),
Ug'(Km), Um (k.n),Ufm(kmn, (2.2b)

with
U7 (ken) = [Ut (Vinkim) Ut (Vinkin+1) -+ Ut (Vin(kn +1) — 1)] .

In a similar way, the dynamics of is described in terms of a suitable functibhby

Xs(ks+1) = f§ (Xs(ks),X%(ks),X?(ks), us(ks),U,?](ks),Ufs(ks)) ) (2.3)
with
U3(ks) = [Um(VEKs) Um(Viks+1) -+ Um(Vi(ks+ 1) —1)]
Uf(ks) = [ur(Vsks) Us (Vsks+ 1) - Uf(Vs(ks+ 1)-1)].

With slight abuse of notation, we writé{"(ky) = Ur to mean thatit (Vmkm+i) =Us Vi=0,...,vn—1.
Analogous convention is set for the vectblg andU?.

MPC problem at the slow time scale

Since the dynamics are supposed to be increasingly faster at the middleaaledéds, at any long
sampling time the control design for the higher level is carried out underssungption that, along

the time intervalks, ks+ 1[, the lower levels are at the steady state (say, the state and control \ariable
take suitable constant valugsg, umn, X; andus). This position motivates the following

Definition 1 A 6-tuple(Xs, Us, Xm, Um, X ,Uf ) € Zg X Us X Zm X Um x Xt x % such that

)?m - frT(XS’ )Tm,)?f , Us, Jma U_f)
_ f _ _
Xf = ff (XSaXm,XhU& Um,Uf)

is said to bes-admissible
A 4-tuple(Xs, Us, Xm, Um) € Z's X Us X Zmx Umsuch thal(Xs,us) € 27 x %; so that the correspond-
ing 6-tuple(xs, Us, Xm, Um, X, Ut ) iS S-admissible is said to Heasible <

Problem definition and control algorithm 7
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Thus, the s-admissibility of a 6-tuple is related to the requestxhandx; be equilibrium states
according to their “natural” dynamics (i.€fy and fff, respectively).

Assumption 2

1. Vxs € Zs, there exists at least one 5-tuples, Xm, Um, X¢,Us) € U X Zm X Umn X Xt X Ut SO
that the corresponding 6-tuples, Us, Xm, Um, Xt , Ut ) iS S-admissible.

2. If the 4-tuple(Xs, Us, Xm, Um) € Zs X %Zs X Zm X m is feasible, then there exists a unique pair
(Xs,Ut) € 2% X % so that the corresponding 6-tup{&s, Us, Xm, Um, Xt , Ut ) is s-admissible. &

The variableus(ks) is computed by solving an MPC optimization problem and by adopting the Re-
ceding Horizon paradigm. That is, lettihg-, -, -,-) andvs(-) be positive cost functions arid; > 0 an
integer, the optimization problem

i J k. 2.4
us(k5+i),rp:|g,...,Ns—1 s(%s(ks)) (2.4)

Xin(Ks+i),Um(Ks+i), i=0,...,Ns—1
where
Ns—1
Js(xs(ks)) = ; ls(Xs(Ks+1), us(ks+1),
1=l
Xm(Ks+1), Um(ks+1)) 4 Vs(Xs(ks + Ns) ) ,
is considered subject to the following constraints:

e the system dynamics (2.3) with,

X5 (Ks+1) = Xm(Ks +1)
xS (Ks+1) = Xt (ks +1)

Yi y...y Ng > U,%(ks‘H) = um(ks—l-l)
U$(ks+i) = Ut (ks +1),

where the 4-tuple(Xs(Kks+ i), Us(Ks+ 1), Xm(ks + ), Um(ks +i)) is feasible and, according to
Assumption 2.2,(Xs (ks +1), Us(ks-+1)) € 2% x %; is the unique pair such that the 6-tuple
(Xs(Ks+1), Us(Ks + 1), Xen(Ks 1), (ks + i), Xt (Ks+1), Tt (Ks + 1)) i s-admissible;

o the feasibility constraints(ks+ Ns) € Z.

Then, according to the RH paradigm, only the first computed val(i) is applied and the over-
all procedure is repeated at the new slow sampling period. Indeedgbasithputing the optimal
control sequence at the high level, also the desired reference fotdieeasd the input variables
(Xm(Ks), Um(ks)) at the middle level is returned.

Remark 1 Notice that, thanks to Assumption 2.2, the input and state variables of the lelatev
not explicitly involved in the optimizatiaj2.4) at the high level. <&

Remark 2 If the current state ¥(ks) of the middle level is available to the controller at the high
level, in order that a sensible reference be provided to the middle levelcamadd the constraint
1%, (ks) — Xm(ks) || < &m (for suitably smalley, > 0) to the optimization probler(2.4). O

Problem definition and control algorithm 8
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MPC problem at the medium time scale

Now consider the medium time scale. In view of the solution of the optimization proatehe high

level, the goal is to track given reference val(rg, uy) of the state and input variables. Moreover,
similarly to the problem at the slow time scale, since the dynamics at the low levgipssed to be

the fastest one, the control problem at the middle level is solved undesshenation that, along the
time intervallkm, km + 1], the low level is at the steady state (say, the state and control variables take
suitable constant values andu¢). This position motivates the following

Definition 2 A 6-tuple(Xs, Us, Xm, Um, X ,Uf ) € Zs X Us X Zm X Um x Xt x % such that
— f — —
Xt = Tt (Xs, Xm, Xt , Us, Um, U )
is said to bem-admissible o

Assumption 3 For any tern(xs,Us,Xm) € Zs x % x Zm, there exists at least one tefom, X, Us) €
Umx Lt x %; so that the corresponding 6-tupl®s, Us, Xm, Um, X, Ut ) is m-admissible. O

The variableuy(km) is computed by solving an MPC optimization problem and by adopting the Re-
ceding Horizon paradigm. That is, lettihg(-,-,-,-) andvmy(-) be positive cost function®y,, > 0 be
an integer and

we consider the optimization problem

min I (Xm(km)) (2.5)

Um(Km+H), i=0,...,Nm—1
Xt (Km+i),0¢ (Km+i), i=0,...,Nm—1

where
Jm(xm_(km)) =
= > lm(( (k1) = an(s)) (Um(im 1) — (k)
ﬂ(m+i),m(M+i)) -+ Vin (XK~ Ne) — n(Ks) )

and (Xm(ks), Um(ks)) is the reference provided by the controller at the high level, subject toHtoevf
ing constraints:

e the system dynamics (2.2) with,

and the initial conditionX?'(km), Xm(km)) (WherexZ'(km) is supposed to be available, see the
discussion in Section)3

e the additional feasibility constraints

— the 6-tuple(xq"(km + i), ud'(km + i), Xm(km + 1), Um(km+1), Xt (km +1), Ut (km +1)) is m-
admissiblevi =0,...,Ny—1;

Problem definition and control algorithm 9
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— X'k +i)€ 2Zs Vi=1,...,Nm
- Xm(krn+ Nm) € e%/‘m.

Then, according to the RH paradigm, only the first computed vah(ky) is applied and the overall
procedure is repeated at the new medium sampling period. Also in this essged® computing the
optimal control sequence at the middle level, also the desired values oftidarsteof input variables
(Xt (km), Ut (km)) at the low level are returned.

Remark 3 Notice that in(2.5)the reference valuém(ks), Um(ks)), as well as the controlgiks), are
considered constant over the prediction horizon even if time instants W (ks + 1) are included in
the horizon. &

Remark 4 If the current state R(ky) of the low level is available to the controller at the middle
level, in order that a sensible reference be provided to the low level, oneadd the constraint
[IXP(km) — Xt (km)|| < & (for suitably smalle; > 0) to the optimization probler2.5). &

MPC problem at the fast time scale

Finally we consider the fast time scale. Now the goal is to track given meferealuesus,Xs)
of the state and input variables provided by the controller at the middle leteln, Bimilarly to the
two upper levels, the variable (k) is computed by solving an MPC optimization problem and by
adopting the Receding Horizon paradigm. Then, lettir{g -) andvi(-) be positive cost functions,
N; > 0 be an integer and
Ks
o= |5

we consider the optimization problem
min Js (Xf(kf)), (2.6)

us (ks +i), i=0,...,Ns—1

where
Jf (Xf (kf )) =

N1
= Z} It ((Xf(kf +1) =Xt (km)), (us (ks +1) —LTf(km)))+

i (xe (ke -+ Np) = X (k)

and wherégxs (km), Ut (km)) is the reference provided by the MPC controller at the middle level, sub-
ject to the following constraints:

e the system dynamics (2.1) with

- ul (ks +1) = uM(kn)
Vi=0,...,Nf =1, { u,fn(kf +1i) = um(km),

and the initial COﬂditiOf(X;(kf),erT](kf),Xf(kf)) (Wherexé(kf) andxrfn(kf) are supposed to be
available, see the discussion in Secﬁo)'] 3

INotice that, withks = ['ﬂ , it holds thatul(kn) = us(Ks).

Problem definition and control algorithm 10
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o the feasibility constraints

— xe(ki+i) € s Vi=1,...Ng
— Xh(ki +1) € Zim Vi=1,...,N;
—Xi(ki+i)e Zt Vi=1,...,Ny;
—us(kf+i)e % Vi=0,...,Ny—1.

Then, according to the RH paradigm, only the first computed va{(l ) is applied and the overall
procedure is repeated at the new fast sampling period.

Remark 5 Similarly to problem(2.5), in (2.6) the reference valuéx; (km), Ut (km)), as well as the
controls §'(kmn) and un(kn), are considered constant over the prediction horizon even if time instants
ki > vi(km+1) or ks > vs(ks+ 1) are included in the horizon. &

Problem definition and control algorithm 11
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Chapter 3

Communication protocols

In order to implement the proposed multilayer MPC algorithm, it is necessargtifgphe communi-
cation protocol regulating the information exchange among the layers.thgsiasic communication
rules are established, then two alternative protocols are describedagitesd that the time instants
are shown in the base fast time scale.

Basic rules:
1. Atevery instanks, each level is supposed to know the current value of its state and control;

2. Attime vsks the high level communicates to the middle level its current control vajiie) and
the reference$Xm(ks), Um(ks));

3. At time vsks the middle level communicates to the low level the control valiiks) which has
received by the high level,
At time vkm the middle level communicates to the low level its current control valy(ém)
and the reference; (km), Ut (Km)).

Since the availability okl'(km) is needed by the MPC controller at the middle level and the availability
of bothxé(kf) andxrfn(kf) is needed by the MPC controller at the low level, then more information is
to be exchanged between the layers. The choice between the followingimmaunication protocols

is proposed (see also Figure 3.1).

Protocol 1:
1. Attime vykm the high level communicates to the middle level its current séitk);

2. Attime vsks the middle level communicates to the low level the vali(&s) which has received
by the high level and its current statg(ks).

Protocol 2:
1. Attime vsks the high level communicates to the middle level its current stdig);

2. At time vsks the low level communicates to the middle level its current stateks);
At time ks the low level communicates to the middle level its current conty ¢k );

3. Attime vsks the middle level communicates to the low level the vad(&s) which has received
by the high level and its current statg(ks).

Communication protocols 12
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Basic rules and protocol 1:
|k

Ny |
—
=1 |
Us
lym Unm Xs Xs
| Km
- >

-7 ki

\
|

Ks

I 4
I I
Um Um
Xi Uf ur uilXﬁU{ ur le Ug
1 1 1 L

—
x

Figure 3.1: Pictorial representation of the proposed communication pist&tmight arrows:com-
munication of the result of the optimization probler@sjrved arrows:other information to be trans-
mitted; Broken arrows:the optional information transmission discussed in Remarks 2 and 4.

Both protocols are able to provide the necessary information to the cordrolierfact, in case of
Protocol 1, the availability ofy'(ky) to the MPC controller at the middle level is guaranteed by rule 1.
As for the low level, the whole information of the system is available becatsen@vsks, all the
components of the state are known as well as all the successive cailtre$applied at any level. In
case of Protocol 2, the whole information of the system is available to both trelevadd the low

level because, at timesks, all the components of the state are known as well as all the successive
control values applied at any level.

Remark 6 In Protocol 1 there is an exact pyramidal structure of the information enstystem: any
level has no information concerned with the lower levels and the lowestdewals everything on the
system.

According to Protocol 2, the amount of information exchanged is mugetdahan that in Protocol 1.

On the other hand, Protocol 2 allows one to reduce the information transniustéide high level (i.e.,

the top level of the hierarchy is less pressed with information requestsjetr, such a reduction
is to be counterbalanced by a large amount of information to be transmittadebiow level (see
Figure[3.1). As a consequence, much more information becomes deditathe middle level than
that really needec@in fact, the whole information on the system is available rather tt§&ikx) only).

&

In both Protocols 1 and 2, tolerance to unmodelled disturbances affectisystem can be gained if
the information transmission from the middle level to the low level is more frequeegt; if at time
Vmkm the middle level communicates to the low level the vatiéky) (which has received by the
high level, in case of Protocol 1, or which has reconstructed, in caBeabdbcol 2) and its current
statexm(km).

Finally, notice that to implement the MPC controllers at the high and at the middledegerding
to the modification suggested in Remarks 2/and 4, a further flow of informatombwer to higher
levels is needed.

Communication protocols 13
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Chapter 4

Hierarchical structures

Let us show how the proposed approach fits well with the differeniscasentioned in the Introduc-
tion, which can arise when designing a hierarchical control structure.

Case 1.When the system is divided into functional layers, the control structurdoeaseen as a
cascade one, where the states of an inner loop are the control vaf@itles outer one, as shown in
Figure 4.1. This control structure can be described in the layers frarkesopted in this paper as
follows: the cascade interconnection of three systems

x (ki +1) = f (xI(ke),ul (kp)) (4.1a)
Xk +1) = i (xh(ke), uf(ke)) (4.1b)
Xt (ke +1) = (xs(ke),us(kr)), (4.1c)

in which ué = xf andul, = Xf, is equivalent to the system

x¢ (ke 4+ 1) = 14 (x (ke), xm(ki))
Xin(Kf + 1) = foh (xn(Kr ), X (K ) (4.2)
Xf(kf + 1) = fff (Xf (kf), Uf(kf)).

The latter is a special case of system (2.1) and can be controlled throaigitdhosed algorithm.
Specifically, the MPC controller at the high level (working in the long time sgaleyides the ref-
erencexm, to the controller at the medium level; this reference is tracked by the MPCotientat

the middle level (working in the medium time scale) which returns the state andktogference
(Xt,uy) for the low level controller (working in the fast time scale) which in turn comguie real
inputus (k¢ ) for system|(4.2), see Figure 4.1.

Us=Xm Un=X; us Xt X'
_’|MPCslow|_’| MPCrred — MPCiast |_’| Sfasl |_> Smed I_>
Us
i o t x

Ssluw |"
Xt — | N
| Xm Middle level sampler m
X f
Xm_ - -
Xs _! High level sampler [¢= Xs

Figure 4.1: Cascade of three interconnected systems: the propodedl stmicture (broken lines
represent the optional connections discussed in Remarks|2 and 4).
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| Static optimization layer |<

Reference | Xm(Ks),Um(Ks)
w

- A
|
|

| MPC regulator | |
|
d

v Um(Km) Xm(km) [ —
| Plant under control |

Figure 4.2: The typical structure of a hierarchical controller adaptedetdrédmework considered in
this paper.

Thanks to the special form of the system, the “basic rules” of the commumigatitocols described
in Chapter 3 suffices for the implementation of the control algorithm.

Case 2.Itis apparent that singularly perturbed systems, i.e., systems with intedbmwednd fast
dynamics, perfectly fits with the adopted model description: it is sufficienbtsider a two layers
version of the proposed algorithm.

Case 3.Hierarchical control structures find another helpful employment to leasyatimal control
problems over a long time horizdgs > 1 for complex systems. A sub-optimal solution to this
otherwise untractable problem is provided by a two layers hierarchioaialter organized as follows:
at the top level the long horizon problem is solved for a simplified model ofytbiesn; at the bottom
level an optimal control problem, to track the top level solution, is solved #®motrerall model but
with a shorter horizoM, < Ns. This approach has been proposed in [4]-Section 1.2. Also the control
algorithm presented in this paper is suitable to deal with such a problem, ircfastider a two layers
version of the algorithm for a system of the type

{ Xg'(km+1) = 18" (x5'(km), Ug'(Km), Um(km)) (4.3a)
Xm(km+ 1) = T (Xm(km), Ug' (k). Um(Km) ), (4.3b)

where equation (4.3b) is a detailed model of the plant under control aratieq (4.3a) is a reduced
order model of the same plant witf{" accounting for the slow dynamics of the system. In this
case, the optimization problem (2.4) returns the “slow” compons(ht) of the control variable (in
the slow time scale) and a referengg(ks) for the “medium” component. In correspondence with
(us(ks), Um(ks)), an equilibrium statem(ks) is computed for systerh (4.Bgassume either that, (ks)

is univocally determined bfus(ks),im(ks)) or that some rule to selegt,(ks) is given). Hence, the
MPC controller at the middle level solves a tracking problem, with refer¢rgéks), Um(ks)), for
system/((4.3b) and returns the medium componeiik,,) of the control signal.

In this formulation, a less detailed (but dynamical) model of the plant is employkedthe reference
(this layer is calledlynamic-RTQ5]), then the overall model is considered to determine the control
action. This is different from case 2, where the control synthesis isedaput by solving various
optimal control problems defined on simpler sub-systems.

Case 4. The easiest version of the hierarchical controller described in case 3 lwo layers
structure where the top level performs a static optimizatstatic-RTQ and returns the set-point for
the bottom level dynamic regulator, see Figure 4.2. Also this control steicasults as a special
case of the control algorithm described in this paper, in fact: if equatida) 2 static, then the high
level controller resulting from the proposed algorithm is nothing but the siptimization layer. In a
formal way, letx(k+ 1) = f (x(k), u(k)) be a dynamical system modelling the plant under control, add

Hierarchical structures 15
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a fictitious equatiorz(k+ 1) = z(k) and consider a two layers version of the algorithm where- x,

xs = z andky = k is the base time scale. In this way, the optimization problem (2.4) turns out to be
a static optimization over the equilibrium pairs,, uy) of the plant providing the reference for the
bottom level MPC controller. Notice that, if the current state of the systemaiitaie to the static
optimizer and a constraifit,(ks) — Xm(ks)|| < &m is considered (see Remark 2), then a new set-point
is computed at any time instakg so that the reference is time-varying.

Hierarchical structures 16
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An illustrative example

Consider a system composed by three tanks as in Figure 5.1. Each taak impat flow: tanks 2
and 3 are fed by; anddjs; tank 1, which is supposed to be significantly larger than the other tanks,
is fed by tanks 2 and 3 with flowg, anddss through pipes with fixed opening valves. There is also
an output flongg from tank 1. Foii = 1,2, 3, let the state variabbg denote the level of thieth tank,
while the control variables are the flows, Giz anddo. A discrete time and linearized model for this
system is the following:

X1(k+1) = x1(K) + Baxa(K) + Box2(K) — B10o(K) (5.1a)
X2(K+1) = (1— B2)%2(K) + az0i2(K) (5.1b)
xg(K+1) = (1— Bs)xa(K) + azqiz(k), (5.1c)

wherex; =X — Xi* (I =12 3)1 Gij = qu - CI.*J (J =2, 3) anqu = qO - qéi with (Xi>X§7X§7qE7qE7qé)
being a given equilibrium for the nonlinear model of the system. More@ef,, B3, a» andas are
positive constants (which depend on the areas of the tanks and on tiaetehiatics of the valves)
andf, B3 are smaller than 1.

For this system, four different hierarchical controllers can be coctstduaccording to the four appli-
cations of the proposed algorithm discussed above:

Case 1 System/(5.1) can be viewed as the cascade of two subsystems clizeddgrtwo different
dynamics: one for tanks 2 and 3 and a slower one for talﬁthﬂls,xm = (X2,%3), Um = (Gi2,0i3),
Xs = X1 andus = @). Indeed, system (5.1) is in the form of systém (4.2) except for theepoesof
a slow control variable), directly acting on the slow part of the system. According to the proposed
algorithm, the optimization problem far (5.1a) returns the inuand the referencés, X3, G2, Gi3)
for (5.1b) and[(5.1c). Then the low level controller compuiesandgs.

Gia(k) — Gis(k)
: Xe(k) TR |

ao2(k) aos(k) g ao(k)
[x0

Figure 5.1: System composed by three tanks.
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Case 2 Lettingx; = X1 + X2 + X3, System/(5.1) becomes

x(k+1) = x(k) 4+ asgiz (k) + a202(k) — B10o (5.2a)
X2(k+1) = (1 B2)x2(K) + az02(K) (5.2b)
X3(K+1) = (1 Bs)xa(k) + a3qiz (k) (5.2¢)

where the slow dynamics; = X; is decoupled by the faster omg = (x2,x3). The control algorithm
for this case works in the same way as in cas(ebt]l the modell(5.2a) used to produggand the
reference for the low level is different

Case 3 Consider system (5.2) and bt= x;, Xm = (X, X2, X3), Us = 0o @andum = (Qi2, Gi3). In this way,
equation((5.2a) is a reduced order model of the system and plays thef (@l&a), while in place
of (4.3b) we take the overall system (5.2). According to the algorithm, thien@ation problem
for (5.2a) computes the inpag and the referenc@z, gi3) for the “medium” component. The MPC
controller at the middle level solves a tracking problem for the overall By§5e2), with suitable ref-
erence(X;, X2, X3, Gz, Giz ), and returns the control valugs andgz. Notice that, since equation (5!2a)
is an integrator, the relatioasqiz + a20i2 — B10o = 0 must be satisfied and, in correspondence with
such a(qo, G2, i3 ), there is not an unique equilibrium state, X2, X3) (specifically,x; is not univocally
determined).

Case 4 The referenceX;, Xz, X3, G2, Gz, o) for the overall system (5.2) is provided by the static
optimization layer. &

An illustrative example 18
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Conclusions

A general formulation to the problem of designing hierarchical contratsires with MPC has been
described in this report. It has also been shown how the adopted ap@od the corresponding se-
quence of MPC synthesis methods can deal with a number of significastiiadigontrol problems.
The proposed approach is coherent with the goals of Task 2.2 of Vemlkage 2 (WP2), since it de-
fines a hierarchical control architecture that integrates sequentialaexin the global MPC scheme,
and allows for the use at each level of various optimisation criteria (qtiedraear, etc.) and control
schemes (MPC, classical PID, etc.). Moreover, it fits with the activity mdrin the framework of
Task 2.3 (WP2), as different communication protocols and constrainestie®n considered between
adjacent layers of the hierarchical control structures. Finally, it alfowthe use of multi-level, multi-
resolution models, i.e., models with various levels of spatial and temporalgadigne, as required in
Task 2.4 (WP2). Concerning this last point, it is worth recalling that exisgdgction and aggrega-
tion methods to obtain such models have been extensively reviewed in Rble&?2.1.

The present work can be seen as patrtially preliminary to the activities plann#ork Package 3,
which will concern the modification of the basic MPC algorithms here proptwsachieve guaranteed
stability and robustness properties, see the papers [7] and [6] onabesets.

Secondly, while only the regulation problem has been considered hereutput feedback, tracking
and disturbance rejection problems are of paramount importance aricerigther developments.
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