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Executive Summary

This report describes the HD-MPC research activities focusing on Wi&velopment of hier-
archical and distributed MPC methods” on more specifically on Task 3.3 —ertimation mech
anisms”.

The report is organized in two main chapters:
Chapter 1 discusses an MPC approach to the design of hierarchitadl@ystems. The methoc
ology is presented for the design of two level hierarchical control systd he higher level cor
responds to a system with slow dynamics and whose control inputs must\ideaat by the sub
systems with faster dynamics and placed at the lower level. MPC control lansyathesizec
for both the levels and overall convergence properties are establiShedise of different contrg
configurations is also considered by allowing the switching on/off of theygibms at the lowef
level. A simulation example is reported to witness the potentialities of the propokeibs.
Chapter 2 proposes a feasible cooperation distributed model prediotit®lcscheme, based
game theory. In this chapter a distributed model predictive control schefmerislated as a d
cision problem, where the decisions of each subsystem affect not atlettisions of the oth
subsystems but the whole system performance. The decision problerthis type “bargainin
game”. This formulation allows each subsystem to decide whether to coeenaot dependin
on the benefits that the subsystem can gain from the cooperation. A gaorettb based solutio
is proposed. The proposed control scheme is tested on case studieshaih af two continuou
stirred tank reactors followed by a non-adiabatic flash separator.
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Chapter 1

An MPC approach to the design of
hierarchical control systems

The contents of this chapter have been developed by Bruno Picasse|éd2e Vito, Riccardo Scat-
tolini and Patrizio Colaneri (Politecnico di Milano, Dipartimento di Elettronicafedmazione).

1.1 Introduction

Hierarchical control has been receiving great attention within the scectifimunity for many years,
see for example the visionary books[80] 12], the recent surveyp§®, 53] and the many refer-
ences therein. This interest is motivated by the large number of contitdbpns which can be handled
with hierarchical control structures more suitably than with classic contrtiodelogies.

Among them, it is possible to mention the design of controllers for multi time scalensystkar-
acterized by clearly separable slow and fast dynamics,[séé [12, RP3HrgB, [61] for a couple of
significant industrial examples, the former concerning a waste water tregptagt, while the latter
a greenhouse control problem. Under a slightly different standpoirgt afsepresentations of the
plant to be controlled, each characterized by a different degreestbakion, is considered ih [43].
Hierarchical control structures can also be used to coordinate a nwhloeal controllers, such as
in [20] where the control of a power plant has been considered, ¢#0ri41] dealing with trans-
portation and power networks, respectively.[lh [2], a decentralinelchéerarchical control technique
has been applied to interconnected dynamical systems incorporating el¢ie@itdsoounded uncer-
tainty.

Another important class of problems, including the one studied in this repmrtecns the design
of a controller for plants characterized by an inherent hierarchicattsire. The highest layer of
the hierarchy corresponds to a system with slow dynamics and whoseldopuits must be effec-
tively provided by subsystems (actuators) with faster dynamics and pédeder layers. In these
problems, a cascade control structure is typically used: the regulatoe &igher layer computes
the desired control actions, while local regulators at the lower layens atearge of controlling the
actuators. An independent design of the regulators at differentslayeaften performed assuming
complete frequency decoupling and perfect reference tracking ohttex loops, i.e., the control
loops at the lower layers. If this hypothesis can not be taken for grastede kind of information
exchange among layers is required to guarantee both the feasibility ofélhenee signals computed
at the higher level and the overall stability. In any case, a kind of catiperamong the subsystems
operating at the same layer is advisable, especially in overactuated plenshuilt up for physical
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redundancy purposes to tackle damage events or to meet secondativebjeThe problem of dis-
tributing the control effort among a number of actuators is usually callettaa@ilocation. Technical
literature encloses many results dealing with the control allocation problemantad, for instance,
by fault tolerance and reconfiguration ability requiremehts [13, 75] alwitiy stability and perfor-
mance constraint$ [67, 25], in applications ranging from the automaotijetgébe aerospace [54],
aircraft [26,[66], robotics[[33, 70, 76], marine [18,] 19] 59], powé wireless nodes [1], demands
in free market([34] fields, and so on. While early contributions neglectedoth level subsystems’
dynamical behavior, in more recent papers, dynamical behavior ottbhatars has been considered,
although the stability issue is still a largely open problem, see E.g., [26].

In this report, a hierarchical control design problem for a two layecades control structure as de-
scribed above, has been investigated. The high level controller opatateslower time scale than the
actuators placed at the low layer. Different control configurationglseconsidered by allowing the
possibility to on-line switch on and off some actuators.

A robust control approach has been undertaken to obtain a coneergesult for the overall system.
This approach stems from considering the discrepancy between theadsdl actions, requested
by the high level controller, and those actually achieved by the actuatarsliaturbance term to be
rejected in the design phase of the high level controller.

The problem has been tackled by resorting to the Model Predictive CEMRC) approach. This
choice is motivated by the ever increasing popularity of MPC in the procdsstity, see e.g., the sur-
vey papers[48, 49], along with its well established theoretical foundatiee e.g.[ [29]. Following
the ideas preliminarily developed in [52], at the high level a switched rdWB€® algorithm is used to
design a stabilizing feedback control law and to select the optimal subaetuzftors to be activated.
At the low level, a number of standard MPC problems are set up at any imdtdne fast time scale
to solve the corresponding tracking problems.

Differently from the methods previously described, the switched roblBCMpproach stated here
allows one to simultaneously ensure global stabilization, control configaragtection for perfor-
mance optimization and possible state and control constraints fulfillment whildyreacounting for
actuators’ dynamics. Furthermore, the proposed approach difterstfre classical sequential design,
where the lower level control loop is considered either as part of the Inseda by the upper level
controller or it is supposed to be at steady state. On the contrary, théadofprobust control means
allows one to largely decouple the design at the two levels of the hierarcticature even if the
frequency decoupling principle can not be assumed.

The report is organized as follows: in Chagter] 1.2, the systems at the hijloa levels are
defined and the considered hierarchical control structure is intrdduGdaptef_1]3 describes the
MPC algorithms used at the two levels and presents the main convergeniteneated to the overall
controlled system. A simulation example is presented in Chapier 1.4 to witnessritvenaace of
the proposed approach. Finally, some conclusions are drawn in Clzipter

Notation. In order to cope with a multi-rate implementation typical of hierarchical controts
tures, where the upper layer acts at a slower rate than the lower laydintevecales are considered:
the fast discrete-time index is denoted lipywhile the slow discrete-time index is representedkby
Then, given a signap’ (h) in the fast time scale, its sampling in the slow time scatg(l§ = ¢'(1k),
wherert is a fixed positive integer.
| is the identity matrix of dimensiok, O is the null matrix inR*<!.

By || - || we denote the Euclidean vector or induced matrix normxkoR" andR™" > P > 0, we let
IX[le = VXPx
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1.2 Problem formulation

The process to be controlled is described by the discrete-time system
m
2 x'(h+1) = A'X (h) + Zlaif(h)bifuif(h), (1.1)
i=

wherex' € R™ is the measurable stauegf, € R" is the control variable provided by théh actuator
(i=1,...,m), andaif (h) € {0,1} is an additional input variable such that
f 1 if thei-th actuator is active at time
a; (h) = :
0 otherwise

The control variablesif 's coincide with the outputs;’s of the systems modeling threactuators. The
i-th actuator is described by the following linear dynamical system:

o Gi(h+1) =FRdi(h)+Gvi(h), &i(0) = dio
20 Gi(h) = Higi(h),

where(; € R" is the measurable state and= R™ is the manipulated input.

The control goal is to design a controller that stabilizes the cascade interciion of system$ (1.1)
and [1.2). To this end, a two layer hierarchical controller is proposéthedupper level, a controller
is designed at a slow time scale, which selects a suitable subset of the actodber used in the
next (long) time interval, namely the valuesaf and computes the control actianthei-th actuator
should ideally produce. Suchupis considered as the reference signal for sysEm Accordingly,

a number of tracking problems are solved by the lower level controllerighwhgulate the actuators
by operating at a faster time scale. Thus, the effective control aaij@aré provided to the process.
Due to dynamic and intrinsic limitations of the actuators, in general one;h4as;; so that a robust-
ness issue arises. This problem is handled by modeling the discrepéﬁcﬁi —u; between the ideal
control action and the one provided by thth actuator as a disturbance to be rejected in the design
phase of the high level controller.

(1.2)

In the remaining part of this Chapter, the formal framework needed to auarkhe described plan is
introduced and the suitable assumptions for the considered models afedpec

1.2.1 The process: model for the high level controller
As far as systeni (11.1) is concerned, the following control constraimtrisidered: foi = 1,....m,
uif €U,

% C R" being a compact set containing the origin as an interior point. The total nushbentrol
variables i, = S, ni. We let

U = % X Uy C RV,

Consider
B'=[bl bl ... bf]eRrR™M, (1.3)

it is supposed that
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Assumption 1 The pair(Af,B) is stabilizable.

In accordance with the description of the high level controller reportdedieginning of this Chapter,
for some fixed integer > 1, let us decompose the control variablé$ of system[(T.11) in the form

uif (h) =ui(h)+ (uif (h) —u;(h)), whereu;(h) € 7% is some piecewise constant signal such thilat; N
andvj=0,...,7—1, it holds thau;(tk+ j) = uj(Tk). Then systen{(Il1) can be rewritten as

m m
x (h+1) = Afx"(h) + ziaif (h)b' G (h) + Zf’if (h)b'w (), (1.4)
i= i=
wherewif (h) = uif (h) —u;(h) is considered as a matched disturbance term. Also the sigfudhs are
supposed to be piecewise constant: specificeky N andvj =0,...,7—1, it holds that
aif(rk+ j)= aif(rk). (1.5)

Letting
x(k) =x" (1K),  wi(k) = Gi(tk), ai(k) = a; (1K)
and -1 -1
A=A bi=S AT, wk) =S (AN w (th ), (1.6)
2 2

system[(1.4) can be written in the slow sampling rate as
m m
X(k+1) = Ax(k) + Zai (K)bju; (k) + Zai (K)w; (K). a.7)
i= =

It is useful to simplify the notation as follows: let the set of active actuatotisna k be identified by
one of the 2' values taken on by the vector

a(k) = [a1(k) az(k) -+ am(k)] € {0,1}™
For agivena € {0,1}™, we let.#(a) = {i|a; = 1} and

o =diag{ailn,, -, Amlp, } € R

. (1.8)
o =diag{d1ln, -, Omln } € RM*MK
(notice that the dependence.@f and.e, ona is omitted).
We also define
u (k) wa (K)
u(k) = : €% CRM, w(k) = : € R™k (1.9)
Um(K) Win(K)
and
Bi=[b1 by -+ by | eR™MN, (1.10a)
Bo=ln In, -+ In ] ER™M™X (1.10b)
Accordingly, system(1]7) can be rewritten as
gzslow : X(k+ 1) = AX(k) + Blﬂfl(k)u(k) + BZJZ{Z(k)W(k)' (1-11)
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It is helpful to introduce the following augmented system: et [ z } e 2 =R™x %, define
u(k+1) = #(k)u(k), then consider
Piow: X(k+1) = x(K) + BraA(Ku(k) + Baasa(K)W(K), (1.12)

where

A On n Bl BZ
of = | gy = , Bo= .
|: O”mnx Onmnu :| ! |: ] ? |: Onu7mn< :|

Associated with this system, we also consider the output transformation

x(k
2(K) :[ X(K) ]: AK=1)uk—1) |. (1.13)

To sum up, at the high level, a robust stabilization problem has to be s@vegstem[(1.12) which
returnsu(k) and a (k) (namely, the piecewise constant signajgh) in equation [(T.K4) andxif(h),
i=1...,m).

1.2.2 The actuators: model for the low level controller

As for the actuators, the following state and input constraints are coadider

GeZ, vieV, (1.14)

where Zj and ¥ are compact sets containing the origin as an interior point. For sysfems (1s2), it
further supposed that

Assumption 2 Foralli =1,...,m, it holds that:
1. The pair(F,G;) is reachable.

2. The number of control variables of the i-th actuator is equal to the murabits output vari-
ables, i.e., g =n;.

3. SystenfI.2) has no invariant zeros equal to 1, i.e.,

-F =G

In
rank|
[ Hi onhni

:| =Nz +N;.

Moreover, for any; € %, there exists a pai(fi,f/i) € Z x ¥ such that

InCi -F -G Zi _ an,l
[ Hi Oni,ni][oi}_[ Ui }

Thus,

I:| _Gi ]1|: anﬁi :| eRnCani (1'15)

. In. —
with T = [ InCi Oncwni ] |: an. 0
[ .y

In
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4. {Hé |G e 2} =%.

5. There exists a positive integérsuch that, from any initial statéo € Z, it is possible to reach
any equilibrium state; € 27 satisfying{I.18)in ¢; steps under the state and control constraints
(Gi(h),vi(h)) € Zi x #,Yh=0,..., i — L. Letl = maX_1__mi.

Remark 1 Regarding Assumptidd[2.3, notice that, the lack of invariant zeros equildimes not
imply the existence of an equilibrium pdif;, Vi) € 2 x ¥ for any(; € % because of the state and
input constraintg1.14) For the same reason, Assumptidil 2.1 does not imply Assurfififion 2.5.
Assumptiofll?]4 is a consistency hypothesis among the layers. Indetb@, @me hand it guarantees
that any reference;(k) provided by the high level controller is feasible for the i-th low level subsystem
On the other hand it ensures that any control actipth) performed by the i-th actuator satisfies the
control constraint on the process, no matter the state of the actuator is.

At the low level, a number of tracking problems have to be solved. For agiwastant reference
Gi € 7%, according to Assumptionl2.3, €€, V;) € Z{ x ¥ be the corresponding equilibrium pair.
Then systen(1]12) can be rewritten as

8¢i(h+1) =Fddi(h) +Gidvi(h), 8&i(0) = ddio (1.16)

oui(h) = H;id¢i(h), '
whereddi(h) = ¢i(h) — g, ovi(h) = vi(h) — V; anddu;(h) = Gi(h) — ;. Consequently, the state and
input constraintd (1.14) take the equivalent form

{646%—&={4—mae%}

. N (1.17)
ovie % —v = {vi—Vi|v; € #}.

The state feedback controller to be designed is denoted by
ovi(h) = ¢i(d¢i(h), ) (1.18)

where, for later use, we find it convenient to explicitly show the deperalehthe control law from
the referencej”

1.2.3 The hierarchical controller

In the hierarchical implementation of the controller, at any long sampling inktahe controller at
the upper level provides the vectark) identifying the active actuators for the succesgivastants

(in the fast time scale) and the valuék) of the input vector for systenl (1.112). Then, consistently
with the partition [I.P) of such a vector, the componemi)u; (k) of .71 (k)u(k) are considered as
the references for the lower level controllers of the correspondisgsys[(1.R). The references are
updated at the successive long sampling instant.

More formally, consider the signals(k) andu(k), k= 0,1,..., generated by the controller at the
upper level andyi = 1,...,m, define

u(h) = Ul(L?J) 1.19
{aﬁ(h) = a((}), 9

where|- | is the floor function. Let
Gi(h) = o' (h)Gi(h) (1.20)
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be the reference for thieth system[(1]2). Hence, in view df (1]18), the control signal forithie
actuator is

vi(h) = ¢i(Zi(h) — Zi(h), Gi(h)) + i (h), (1.21)
(fi(h), Vi(h)) being the equilibrium pair associatedugh).
Remark 2 Notice that, although the referendigh) is a piecewise constant function, the low level

controller computes;(h) by considering the current valug(h) as a constant reference from the
current (fast) time instant onwards.

If ai(k) =1, thei-th control variable for systenh (1.1) is defined by the corresponditpuowf sys-
tem (1.2),[(1.20), that is

u' (h) = Gi(h), (1.22)
where
¢i(h+1) =Fi(h)+ Givi(h)
vi(h) = $i(Zi(h) — &i(h), G (h)) + Oi (h) (1.23)
Gi(h) = Hii(h).

The difference between the control valyék) provided by the controller at the upper level and the one
achieved by thé-th subsystem at the lower level is the matched disturbance term appeaing)in
namely

w (h) = G (h) — G (h). (1.24)

Conversely, ifa; (k) = 0, the internal staté; of the actuator is driven to O whilst the valuewth) is
not relevant, as well as those wfh) andwif (h).

1.3 Design of the MPC hierarchical controller

In order to tackle the robust control problem for the synthesis of thel&iggh controller, while coping
with the presence of state and control constraints at both the lower anglee levels, the Model
Predictive Control approach is considered.

To have versatility in the definition of the cost functions, weighted norms in thattstate and the
control spaces are introduced. Thus, for fixed symmetric and poskieité matriceQ, € R™*™
andQ; e RN i =1,....m, we let:

Qu = diag{Ql,... 7Qm} e RMNuxNy
Qi = diag{Q,Q} e R

Qu = diag{Qu,Qu} € R2Wwx2ny

Q; = diag{Qx,Qu,Qu} € R (Mt+2ny) % (net-2ny)
Qv = diag{Qy,---,Qx} € RMxmMx

2y = diag{Qx,Qu} € R (Metnu) x (Mny)

The controller is sequentially designed starting from the lower level. Neslegs, for the sake of
clarity, the upper level controller is initially presented. To this end, howdkieressential properties
the low level controllers should fulfill need to be specified first.

Thus, according to Assumpti@ii 2.5, et ¢ and suppose thatj = 1,...,mandV{; € %, a controller

Svi(h) = ¢i (8¢ (h), )
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has been designed for systdm (1.16) so that the equilibzfi(lm is reached at most insteps. Under
this assumption, two properties hold: first,(k — 1) and ui(k— 1) determine the state of theth
low level system at timé = 1k (in fact, by equation[{1.15Y;(tk) = Iiai(k— 1)uj(k— 1)). Hence,
the information on the state of the low level system is condensed (k — 1)u(k — 1) € R™, which
is available at the high level controller. Notice that such a vector has inrgelogver dimension
than the one collecting thg’s (i.e., ny < ¥{";ng). Secondly,wi(k) is univocally determined by
ai(k—1)ui(k—1) andu; (k). In fact: both the state of theth subsystem at time= tk and the control
law for the successive steps, since alsq (k) is given, are known; thus the output sequench) Tor
h= 1k, tk+1,...,7(k+ 1) — 1 is known, as well as; (k) by equations[({1.24) an@(1.6). Therefore,

wi (k) = fi(ai(k—1)ui(k—1), ui(k)),

wheref; : % x % — R™ only depends on the model of th¢h actuator and on the family of the low
level controllers{ ¢i (-, (i) }q.c%- Thenw(k) in system[(T.IR) is given by

w(k) = (A (k—1yu(k—1),u(k)), (1.25)

f: % xw — R™k being defined in an obvious manner in terms oftfge Notice that the components
w; (k) such thatoi(k) = 0 have no relevance.

Assumption 3 The function f is available to the high level controller, as well as a jpg{r) > 0 and
G >0,Vi=1,...,m, suchthatyi,y, € %, ||y1/lo < & and||y2||q < &, the following gain condition
holds:
Inyallo < ) || 2]] (1.26)
y2 Qi
The design of the low level controllers and the evaluation of the corresmpmpairsy, (i) > 0 and
& > 0 such that conditior_ (1.26) holds will be thoroughly discussed in SelctioB. 1.3
An alternative approach, to be considered when the fundtismot known to the upper level, is also
discussed in Remafk 7 of Section 113.1.

1.3.1 The high level controller

In view of Assumptiori B, the design of the high level controller is carriecbgutonsideringv as a
disturbance satisfying a gain condition of the tyjvé|,, < y,/Z||o, (for a suitabley, > 0). Thus, the
small-gain approach is taken to derive a controller that guaranteed stabiity with respect to such
disturbancew. Clearly, the only relevant componentswfare those such that; # 0. Hence, for a
giveny, > 0, itis useful to consider the boolean functidy : 2" x ({0,1}™x %) — {0,1} defined

as follows: lettingy = [ x u |,
X
u
ﬂlu

1 if (e f (U)o, <y

@, (X (a,u) = . (1.27)
0 otherwise ‘
In particular, according to equatioris (1.13) and (11.25),
@, (XK, (ak),uk)) =1 = |RWK)|o < Vyllz(K)|lo- (1.28)

An auxiliary switching-and-control law guaranteeing robust stability isstriated first. Then, an
MPC state feedback controller is derived so that the correspondingddiosp system has both better
performance and a larger region of attraction with respect to the auxiliary la
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The auxiliary law

We construct an auxiliary switching-and-control law taking the form

{ a(k) =daux VYk>0
(1.29)
u(k) = Kauxx (k),

for some suitableax € {0,1}™ andKayx € RM*("tu) (thus, the set of the active actuators associated
with the auxiliary law is not switching).

To this end, it is useful to introduce the following notation: for a givepy € {0,1}™, denote by

1 aux and 2% aux the matrices[(118) associated dg.x. Furthermore, we leb, = Yic.s (Qap) M and
m=#7(aaux) be the number of active actuators associated with the auxiliary law. Denaté by

R (M) x(et) - 2, € R(HW <M gnd 22, € R(MHw) < (M) the matrices obtained by, %, and %,
removing the rows and the columns associated with the null componeuntg,ofDefinex 2 =

RY™ x % C R%u, 9 ¢ Rt (heth) Q€ RN andQ,, € R™>™ in the analogous way.

Definition 1 A vectoraau € {0,1}™ is said to identify aconsistentonfiguration of the actuators iff
the corresponding paif<7, %) is stabilizable.

For any consistent configuratianyx € {0,1}™, considery > 0 such that there exists a symmetric and
positive definite matrix?? = 2 (dauy, y) € R(MHuwx () satisfying the Riccati inequality
PSP G- DD B B | % B B | Pd <0
a- | BPPI  BPE
By PR ByP P~ Y Qu
By — POy < 0

(1.30)

and let 5 ..
%ux:—[ I, Oriy,mne ]%_l[ B PBo ] P .

DefineP € R u)x(ctnu) gndKquy € RN () by adding null rows and columns & and.#aux
in correspondence with the null componentaxgiy. Let

Vi(X) = x'Px. (1.31)

For anyp > 0, considerﬁp = {x € R™u|V¢(x) < p?} ¢ R™u, By the construction oP, this
definition imposes a constraint on the componenty afnly. Hence, consider the set of indices
{i1,---, Jm=m} ={1,...,m}\ & (aaux) corresponding to the inactive actuators and let

Qp={x¢ £~)P [Ujy € %jss- Uy € Ui} € R, (1.32)

The local robust stabilization properties of the resulting auxiliary switchirdreontrol law [1.219)
are clarified by the following result.

Proposition 1 Letaaux € {0,1}™ be a consistent configuration and define

Yy (Otaux) = max )vd(i)- (1.33)
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Lety > 0 be such thay- y,(aaux) < 1 and assume that a positive definite solutigh= @(aaux, y) €
R (M%) x (D) exists for the Riccati inequalifz30) Consider systerf.12) (TI3)under the cor-
responding switching-and-control la@@.29)and, accordingly, let \ik) be given by equatioff.25)
Then,3p > 0 such that all the following properties hold f@aux = Qp:

Qaux € 27, (1.34a)
VX € Qaux, KauX € % ; (1.34b)
\V/X € g)aux7 q)yd (aaux) (X, (aaux, KauxX)) - 1 , (134C)

VX (K) € Qaux it holds that
Vi (X (k+1)) = Vs (X (K)) < —(|2K) 112, — VIl Aoantv(K) 2, (1.34d)

In particular, Qaux is positively invariant.

Proof. By the definition ofQ,, we only need to focus of. Thus, property[(1.34a) is guaranteed by
the choice of a sufficiently smafl > 0 since2? > 0 and.2" is a neighborhood of the origin.

As far as property (1.34b) is concerned, similarly to the previous casenly need to focus Q%/aux
The property is then guaranteed by the choice of a sufficiently smnzll0 since? >0, % is a
neighborhood of the origin and the control law= %uxx is continuous.

Let us consider propertf/ (1.34c): we have to guaranteesthat [ X U | € Qaux lettingu = KauxX,

one has
X

u
A aud

| 2auxf (15 U)[low < Vg (Qaux)

(notice that, by the definition d€5.x, the pre-multiplication ofi by .«#; 5uxcould be omitted). We claim
that this property is ensured ifj € .7 (daux), one hag|uiljq < & and||uilq < &. Then, similarly
to the proof of propertie$ (1.34a) ard (1.B4b), this is guaranteed byhthieecof a sufficiently small
p > 0. Let us prove the claim:

[ Faauxt (UIG, = Sies (amw Il fi(Hhs Ui IIQX_
(a)
< Zie,ﬂ(orauX
QII

W

2

(b)
< Vg(aaux) zle/ (Oaux)

X
u
A apl

where inequalities (a) and (b) follow bly (1126) ahd (1.33), respectively

The proof of property((1.34d) can be found in][27]: the case consitlm this report is exactly the
one in [27] because the auxiliary configuration is not switching.

Finally, the positive invariance dd,,y is guaranteed by inequalitids (1134) and the small-gain condi-
tion y- yy(daux) < 1. In fact: inequality [(1.34b) ensures the satisfaction of the input canstia-
equalities[(1.34c-d) ang y, (aaux) < 1 ensure tha¥s (x (k+ 1)) <Vi(x(k)) (see alsd(1.28)), while

<
Qii

< Vg(aaux)

| Page 13/49 |




HD-MPC ICT-223854 Report on newly developed coordination mehanisms for HD-MPC

the components gf (k+ 1) corresponding to the null rows and columngPddre zero by definition of
Kaux. ®

Remark 3 According to the result reported in [27], properf{.34d)holds under the more general
assumption| @ auW(K) |0, < ¥y (Qaux)||2(K)||o, Yk € N (rather than for wk) given by equatiofl.23)
only).

Remark 4 (The choice of the auxiliary configuration) For a given consistent configuratioggs,
there exists a valugns(aaux) such that, fory < yins(aux), @ solution to the Riccati inequaliff.30)
does not exist. Namelyint(0aux) is the minimal B, norm of the closed loop system which can be
achieved with the configuratiom,x. Therefore, if

Yint (Qaux) - ¥ (aaux) > 1,

then agyx is not a feasible choice for the auxiliary configuration. In order to find a ifdascon-
figuration, one has to cope with the followitigade-off a consistent configuratiod,,y such that

¥y (Oaux) < Y4(0aux) can be obtained by discarding the slowest actuators of the previousigteele
configurationaay (i.€., those characterized by the largest valuegf)). Nevertheless, in so doing,
one has? (Gaux) C -7 (0aux), Namely less degrees of freedom are available in the control design. This
may result in the increase of the minimal closed logpriérm achievable with the configurati@n,y,

I.€., Vinf (Oaux) > Vint(Qaux).

The high level MPC controller

The region of attractiof2; x and the performance provided by the auxiliary control Iaw (1.29) are
now improved with the MPC approach.

The gain condition{1.26) holds only locally. Nevertheless, according saifgtior! 8, the high level
controller can predict the disturbane#(k)w(k), oncea (k) and u(k) have been fixed (see equa-
tion (I.25)). It is hence possible to evaluate the boolean functipn(see equation(1.27)) and,
according to[(1.28), to assess whether the control actions predicted g level MPC can be
tracked by the actuators as accurately as needed to guarantgeZliaw(k)||o, < y4l/z(k)||o,. Con-
sequently, the MPC algorithm can also exploit the whole range of validity @f augain condition,
rather than limiting its action to the local operativity set ensured by condtioB)1.2

Thus, in view of AssumptioQl3, it is possible to set up an MPC algorithm, wbegeencesf pre-
dicted switching-and-control values are considered, inste@dlafiesas it would be more usual in a
robust setting. It turns out that the desired robustness level, ane katulization, is guaranteed by
only considering théd.,, performance index in the cost function to be minimized. This is an unusual
approach which stems from the peculiarity of the considered controlgrrobin fact, although the
disturbancev(k) can be conveniently predicted, it depends on both the currentygtiatéthrough its
component accounting fa¥; (k— 1)u(k — 1)) and on the control action(k) to be undertaken.

In details, letN, € N, Np > 1, be the length of the prediction horizon aNge N, N < Np, be the
length of the control horizon. Define by

{y(k,Nc) = [ak) ak+D) - ak+Ne—1) ] (1.35)

FKN;) = [uk) uk+1) - u(k+Ne—1) ],

wherea (k+ j) € {0,1}™andu(k+ j) € %, the vectors of the predicted switching-and-control signals
to be processed by the MPC algorithm. At any time inskatttie control problem consists of solving
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the following optimization problem:

in J(x(k),<,%#,N 1.36
yqlllﬂc) (X( )7 ) ) p)» ( )
Z (kNe)

Np—1

I(x(k), ", FNp) = Zj (Ilz(k+ )lIE, = V2l 2(k+ Dw(k+ ])II3,) +Vi (X (k+Np)),
=

subject to:

i) system[(1.12)[{1.13) under the switching-and-control sighalsl(1r88)far j = N,..., Np— 1,
a(K+j) = Gaux
u(k+j) = KauxX (kK+ ),

and wherenv(k+ j) is given by equatior (1.25);
i) the state and control constraints
Vi=Ng...,Np—1, ulk+j)e#
0,...,Np—1, {X(k+j)€%

Vj=
J ¢Vd(aaux)(X(k+J)7<a(k+1)7u(k+1))) =1,

iii) the terminal constraing (k+ Np) € Qaux.

If (y(x(k),Nc),ﬂ‘(X(k),Nc)) is the optimal solution of this problem, according to the Receding
Horizon principle, define the MPC switching-and-control law as

{ a(x(k) =a(k)
u(x (k) = u(k).

Theorem 1 Under the assumptions of Propositibh 1, 1&t"*°(N¢,Ny) be the set of stateg € 2
such that problenfI.38)admits a solution. TherN, > 1 andVN; < N,, one has:

1) Qaux € 2™"(Ne, Np).

(1.37)

Moreover, the following properties hold for the closed-loop sy€fEdR) (1.37) (IT.23)
1) 2Z™(N, Np) is a positively invariant set;
1) The originis a locally exponentially stable equilibrium point with region of attraTtit ™™ (Ng, Np).

Proof. The theorem is proved fd¥. > 1 (the caséN; = O easily follows by Proposition] 1).

1) Qaux € 2Z™M(N, Np) because, by properties (1134), the auxiliary law is feasiblgfarQa,x and
Qaux is positively invariant. B B

) If x(k) € Z™*(Nc, Np), then there exist” and.# such thaty (k+Np) € Qaux. Thus, at timek+ 1,
consider the following switching-and-control signal:

{y?(kH,Nc) = [ak+1) - a(k+Ne—1) Oaux |

A~

F(K+1LN) = [ak+1) - Gk+Ne—1) Kawx(K+Ne) ].
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This policy is still feasible foy (k+ 1), and henceZ ™" (N, Np) is a positively invariant set, because
under the auxiliary switching-and-control ldg,y is positively invariant.
) Let o

V(X(k)> NCa NP) = J(X(k),Y, j\, NC7 NP)

be the optimal performance starting frgatk). We shall prove the validity of the following properties:

Vx € Z7V"(Ng,Np), it holds that
V (X, Nc, Np) > (1—V2'V§(aaux))HX||iX; (1.38a)

/\max( P)

VX € Qaux, it holds thatV (x, N, Np) < (2]
min{=<x

X112, (1.38b)

Vx(k) € Z™M(Ne,Np), it holds that
V(X (K+1),Ne,Np) =V (x (K),Ne, Np) < —(1—y*- V5 (aauw)[|Z(K)[13,. (1.38¢)

S.ince||z(k)||é,Z > [Ix(k) Hix’ then, in view of the well known Theorem II1.2 proved in[22], the stability
result follows.

As far as inequality[(1.38a) is concerned, jdk) € 2™*°(N,Np), one has

V(X (K),Ne,Np) = J(x(K),.”,.Z,N Np>:
+

= 3 (K — okt Pw(k+ J)[12,) + Vi (X (K+Np)) >
2 1 ) 202 >
> (1-y-Yla HX 2,

where inequality (a) holds because, by constraiptnd relation[(1.28), it holds thatj = 0,...,Np—

1, [[z(k+ )15, — VPl a(k+ )w(k+ )13, > (1= V?- yg(aaw)l|2(k+ )13, > O.
In order to prove inequality (1.38b), we flrst show thaty i€ 2™"(Nc,Np), then

V(X,Ne+1,Np+1) <V(x,Ne,Np). (1.39)
Indeed, consider the switching-and-control signal
{ﬁk,NcH) = [ FXK.Ne)  au ]
FkNet+1) = [ F(X(K).No) Kawx(k+Ne) ],
then
I(X(K),.7 (K, Ne+1),.7 (K, Ne 4+ 1), Ne+ 1,Np + 1) =
= (HZ(|<+ ME, = VIl 2(k+ J)w(k+ ))I3,) + Vi (X (k+Np+1)) =

=37 (l1z(k+ D2, = Pl oalk+ wik+ )II3,) + Vi (X (K+Np+ 1))+
+Vf(X(k+Np))— # (X (k+Np)) + ([lz(k+Np) 13, = v?|l.#Z2(k+ Np)w(k + Np)|I3,)-
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Since x (k+ Np) € Qaux and the value of the outpatk + Np) is obtained with the auxiliary control
law used at timé+ N,, using inequality[(1.34d), one has

I(X(K),- (K,Ne+1),.7 (k,Ne+ 1), Ne+ 1,Np + 1) <

Mot zk+ DR, — VPl (k+ Dwik+ §)13,) + Vi (X (k+Np)) =
=V (X (K),Ne, Np).

= 2=

Consequentlyy (x(k),Nc+1,Np+1) <V (x(k),Nc,Np), thus proving the[(1.39).
Now, V¥ x (K) € Qaux,

V(X (Kk),Ne,Np) (gb)V(x(k),o, Np—Ne) =

= 5390 lztk+ )12, — V2l okt wik+ ])I1Z,) +Ve (X (k+Np—No)) <

& Mo (et 1)) Vi (ke ] +2)) Vi (¢ (K +-Np — o)) =

= V(X (K)) < Amax(P) [ X (K) |2 < 22200 x 2,

where inequality (b) follows by iterating the (1139) (notice thi& < Np, Qaux € 2™"(N¢,Np)) and
inequality (c) holds in view of inequality (1.34d) (which can be applied bseahe length of the
control horizon is 0 and, over the prediction horizon, the system evalvesr the auxiliary law).
Finally, let us prove inequality (1.3Bc): observe that

V(X (K),Ne, Np) = [|2(K)[[2, = V| 2 (KW(K)[|3, +V (X (k+1),Ne — 1,Np — 1),
then, in view of [1.3P),
V(X (k+1), Ne,Np) =V (X (K),Ne, Np) < —([[z(K)[[3, = V* |l 2 (K)w(K)[3,)-

Hence, by constrairit)

V(X(k+1)’NC7Np)_V(X(k)vNC’ 1 V2 VZ aaux HZ ”Qz
|

Remark 5 The considered control problem has two main features:hilkearchicalstructure of the
controller and the optimatontrol structure selectiossue. This reflects on the coexistence of contin-
uous and discrete variables, u and and on the Mixed Integer Quadratic Programming nature of the
optimization problen{1.38) If one is only interested in the hierarchical face of the problem, then the
following approach can be taken: first, a feasible auxiliary configuratigyy is fixed (see Rematk 4

in Sectio1.311) and (k) = aauxis considered; then proble.38)is solved by optimizing only over
the control sequence% (k,N:). Such a problem reduces to a constrained Quadratic Programming,
whose computational burden is significantly cut down, and Theldrem gstithntees the exponential
stabilization.

Remark 6 (On the decoupling among the levels of the hierarchy)rhe function f in equatio.23)
if explicitly available, represents the only knowledge on the low level stégmegseeded by the high
level controller. We shall see in Section 113.2 that, when the low level syatemnconstrained and
controlled with a linear law, f is simply represented by a matrix.
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However, the low level controller proposed in Secfion 1.3.2 relies, in pararo MPC algorithm.
Consequently, for practical purposes, such controligps-, Gi) }i—1.mac%, and hence the function
f, are only implicitly known. This means that, to evaluaié&w j) for j =0,...,Ny — 1, the high
level MPC algorithm should include a simulator of the low level subsystemsce in the proposed
approach, the two levels of the hierarchy appear to be coupled. Actaaligemarkl9 of Sectién 1.8.3
will clarify, such a coupling issue only holds during the transient behaviat, @ven in this period,
simulating the low level subsystems can be partially avoided.

Remark 7 (Min-max approach for complete decoupled control syrtiesis) An alternative approach
to the design of the high level controller can be pursued in case that nefteéow level controllers
nor the function f in equatiofl.23)are available to the high level controller, whilst a constapt> 0

is known by the high level controller such thet,= 1,...,m andvy;,y, € %, one has

2l @

(namely, conditiorf1.28) holds globally rather than only locally). In this case, it is possible to com-
pletely decouple the design of the controllers at the two levels of the higatdtructure. To this
end, one may consider the ternikivas an unknown disturbance to be rejected. By inequéliQ)
such a disturbance satisfies the gain conditjosk (K)w(K)||o, < y4l/2(K)|lo,- Thus, taking a robust
control approach, the high level control algorithm can be modified bys@ering a min-max MPC
formulation [28] and an equivalent result to TheorE 1 can be proved.
Specifically, once a consistent auxiliary configuration has been fixe@uailiary control law can
be obtained as in Propositidd 1 (just replacing(aaux) with y;). As for the MPC algorithm, the
sequenceZ(k,Np) = [ w(k) w(k+1) --- w(k+Np—1) | of the disturbances acting over the
prediction horizon is introduced; switching-and-contyblicies rather thansignals are consid-
ered (i.e.,.” (x(k),Nc) and.Z (x(k),Nc) are vectors of feedback functions!) : 2~ — {0,1}™ and
k) : 2 —RWw j=0,...,N.—1). Then the optimization proble(@.38)takes the min-max form
H o
y()r(rgll(QNc) (jr(rﬂ(%)\](x(k),y,t%,.@, Ne, Np), (1.41)
F(X(K),Nc)

iy, Y2)lloc < Vg

under similar state and control constraints but condition

Dy (o) (X K+ 1), (@ (k+ ]),uk+]))) =

is replaced by the disturbance constraint
2 (k+ WK+ P llow < Vgllzk+ Dlle,,  Vi=0,...,Np—1.

In view of Remark]3 in Sectign 1.B.1, the proof of the stability result is similaetorie of Theoref 1,
only minor adjustments being needed (see also([47, 51]).

The main advantage of this approach consists in the possibility of almostlety decoupling the
projects of the controllers at the high and at the low level (the high leveataiber needs only to know
y4). From a computational point of view, although the effort to simulate the loel lsubsystems is
avoided, one has to undertake the min-max optimizdficfd)which is much more intensive.

In order to follow this approach, one has to evaluate the weigheghin of each if i.e.,

sup | fi(y1,y2 HQx

(12 %2\ ((0.0)} H[ ]H
Q“
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This may be a difficult task, especially when the magsafe associated with MPC controllers at the
lower level: in this case, in fact, such maps are typically nonlinear and knaviyimplicitly. It is
instead a viable approach when the actuators are unconstrained artbtted with a linear law (see
Sectior 1312 below).

1.3.2 The low level controller

In the sequel we will use the following lemma:

Lemma 1 Let|| - || be the Euclidean norm iR", thenvx,y € R" it holds that

-yl ve|| ]|

Proof. Indeed,vx,y € R", one has

ux—WF—zH[X]Z
y

= ST -y)i-250 .08+ =

= —3axj+y)?<o.

[ ]
Let us go back to the design of the low level controllers. Recall that the atmdesign them so
that, V0; € %, the equilibriumd;(G;) is reached at most im steps. We are also interested in the
determination of a paiy, (i) > 0 andg > 0 such that conditio {1.26) is satisfied.

A controller having two parallel operation modes is proposed: at kimerk, according to the value
of the past and of the current references, one of the two modes isesktad is kept operating until
the next long sampling time= 17(k+1).

Mode 1: Local linear controller If the norm of both the last and the current referengssis suffi-
ciently small, the low level controller is a linear feedback law.

Mode 2: MPC with approaching zero terminal state constraimlternative to mode 1, an MPC
algorithm is used which guarantees that the desired equilibrium is reathegbtint steps.

Let us describe these controllers in details and let us specify their epacitmnal region, as well as
the value of the corresponding gaig(i) appearing in equatiof (1.26).

e Mode 1: First, a controller is defined under the assumption that no input and statieatotssare
considered (thugjj € R™ andy; € R"). This hypothesis will then be removed by suitably restricting
the operational region of this controller.

Then, letK; € R"*" be such thatF + GiK;)" = 0 (such aK; exists in view of Assumptions|[2.1
andZLb). For any; '€ R™, consider the state feedback controller

ovi = Kjd¢. (1.42)

Let us analyze the gain condition (1126) under this control law. To this wedjrst determine the
function f; expressing the dependencevgffrom y; andy; (i.e., the dependence of (k) from the
past referencei(T(k— 1)) = ai(k— 1)ui(1(k— 1)) and the new value;(Tk) provided by the high
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level controller, respectively). It holds thaj is a linear function ofy; — y,, more precisely: by
equation[(1.6), one has

wi(k) = SI3(AN T 1] (uf (tk+ ) — y2)
= YIHAN I sui(tk+ ),

where dui(Tk+ j) is the output at timerk + j of system [(1.16) (withu;"= y>) under the control
law (1.42). SincéF + GiK;)" =0, then¢;(tk) = i(y1). At time 7k, the new reference i, thus

8G(TK) = Gi(y1) — {i(y2) = Ti(y1 —ya),
where matrixXj is given in equatior[{1.15). It then follows that, letting

Hi
Hi (F + GiKi)
o = | and 7= [ (A . AR b |,
Hi(|:| —l—GiKi)Tfl
one has
wi (k) = Z(y1—Y2), (1.43)

where % :%i(r)ﬁi(r)ri € R™M Hence,
Wi (K) [lox < v/ Amax(Qx) [IWi (K)[| < v/ Amax(Qx) 14| - [lyr — Y| <

(a)
Nz ot H [ ” ]
Amax(Qx yl
e=SIEl |

where|| 4| = \/Amax(-4-%4) and inequality (a) holds by Lemnia 1. Namely, in the absence of the
input and state constrainfs (1114), inequalify (I1..26) holds with

AN

<

(1.44)

IN

Amax(Qx)

)\min(Qi)

Let us go back to the case where the state and input constfainfs (1.1aRerénto account. We deter-
mined > 0 so that, if both|Gi(T(k—1))|o, < & and||Gi(Tk)||o, < &, then the linear controllef (1.h2)
satisfies the constrain{s(1117) and, switching among such refereregsithcondition[(1.44) is still
valid. This study fixes the operational range of mode 1.

To this end, associated with the controli@v; = K;d¢;, consider a quadratic Lyapunov function
Vi(8¢) = 0¢/Rd¢: Vr > 0, the set

M ={G ERSIG =&l <1}

is positively invariant for the unconstrained system.
For any equilibrium pai(Z;, V) belonging to the interior o2 x %, there exists a sufficiently small

r(¢, ;) > 0 such that
J‘/Ziyr(Zi,\A/i) c&
VG €N oo KilG— Q) € F— 0.

Va(i) =4/2 141

(1.45)
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Namely, under constraints (1117), the controller (11.42) is still well- definigainv. /7 rém and the
positive invariance of this set is guaranteed.
Take a sufficiently small neighborhoo?;g(') of {; = 0 so that

R= inf r(Z.,v.) > 0. (1.46)

ZGJ()

Consider the nelghborhooﬁ”o(*) of O defined by,%* ={¢ € ffo [1Zills < §}. The following
property holds: A _ _
Vi€ %y, 2y C N (1.47)

(in fact, forfi € 5?0(1) andd Qfo(*i), it holds that| ¢ —fi s <R-ie.,i€ JV@R— becausé( —fi s <
14l + 1 Zills < B+ ). Since; is a continuous function af;then

38 > 0 such that Vi, € % with ||Gi||lo, < &, one hasfi(ﬁi) € o@”O(*i). (1.48)

Thus, ify; = G;(t(k— 1)) andy, = G (k) are such thaty: ||, < & and||yz||q < &, then; (y1) € Qfo(*i)
anddi(yq) € &*”O(*'). Property[(1.4]7) then guarantees that

Zi (yl) € </VZ| (y2),R

Namely, in view of [1.46) and(1.45), the former equilibrium pcﬁr(yl) lies inside the neighborhood

of the new equilibrium poing;(y,) where the linear controllef (1.42) satisfies the constrainis](1.17).
Therefore, switching from a referenggsuch that|y: ||o < & to a reference, such that|ys|| < &,
relation [1.44) still holds true.

To recapmode 1of the low level controlleis defined as follows:

If |Gi(t(k—1))[lo, < & and||Gi(TK)|q < &, whered is given in(1.48) then mode 1
is active fortk < h < t(k+ 1) and the control law is the linear feedbafk42) Rela-

tion (L28)holds withy (i) = | /2}m(29 | 7.

In all the other cases, the controller operates according to mode 2 abdddmelow.

e Mode 2: The control action is determined through an MPC algorithm. In order to erikat the
state has reached the desired equilibrium at the end of the predictionrhagiz@pproaching zero
terminal state constraint is included in the algorithm.

Let U; be the reference for theth actuator[(1]2) on the time intervek < h < 7(k+ 1) and, accord-
ingly, consider systeni (1.116). At tinek+1,1 =0,...,71—1, let

(1) =] ovi(tk+1) Ovi(tk+14+1) -+ Svi(tk+T1-1) ] (1.49)

be the vector of the predicted controls to be processed by the MPC algoiittencontrol problem
consists of solving the following optimization problem:

r;(llr)l J(04i(tk+1),%i(1)), (1.50)

J(3G(tk+1),G() = | Z;Af )T 10 Bui(tk+ )],

subject to:
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i) system[(1.16) under the control law (11.49);

ii) the state and control constraints

SG(tk+i)e % —¢ Vj=1+1,...,tk+1—1
ovi(tk+ ) e #—v Vj=I,...,tk+1-1,;

iii) the terminal constraindZ;(t(k+1)) = 0.

If €i(l) is the optimal solution of this problem, according to the Receding Horizon pl&aefine
the MPC control law as

oVi(tk+1) = ovi(tk+1). (1.51)

Remark 8 Few remarks are in order:

e First notice that the cost function (@ (tk+1),%i(l)) includes also the past output values,
i.e., ouj(tk+ j) for j =0,...,I. This choice ensures the minimization|jo% (k)| (see equa-

tion (1.9));

e The optimization problef.50)is feasiblevl = 0,..., 7 — 1. In fact, the feasibility for =0 is
guaranteed by Assumptibii 2.5 (and- ¢), then the feasibility for & 1,..., 7 — 1 immediately
follows because, according to the approaching zero terminal state @nisalgorithm, the
length of the prediction horizon is reduced by one at each step;

e Since the length of the prediction horizon varies, the resulting contro{laid)is time varying;

¢ By construction, the control lafl.51) ensures thad{i(t(k+ 1)) = 0 (i.e., {i(t(k+1)) =
Gi(G)).

1.3.3 The overall system: convergence analysis

The following result provides the analysis of the overall control systehabior.

Theorem 2 Under the assumptions of Theorgim 1, consider the closed loop S{IstBnfl.19) (1.22)
and (I.23) where the upper level controller is defined @37) and the lower level controller is
given by(L.42)and (.51) Assume that, at time & 0, the internal state of the actuato@.2) is

at an equilibrium, i.e., according to equatidfi.I8) {io = ujo for some w € %, i=1,...,m: let

Uo = [ Uig U -+ Umo } Assume also that the MPC controller at the upper level is initialized
with x(0) = [ x(0) Ho | € X"**(N¢,Np). Then it holds that

limp, 0 di(h)=0, Vi=1,....m

Proof. Sincex(0) € X"*¢(N¢,Np) then, by Theorerl1, it holds that lim,. X (k) = 0. This means

that
limy_ 1o X(k) =0
My 40 4 (K)U(K) =0,
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and, according to equatiop (1]20),

lim Gi(h)y=0 Vi=1,....m

h—+co
In particular,3k > 0 such thatvk > k andVi = 1,....m, ||Gi(TK)||q, < &. This implies thatvh >
7(k+ 1), the actuators are controlled according to the linearfaw[1.42) (i.e., angdodmode 1 of the
low level controller). Since such feedback controllers indeed stabilizioth&evel systems, then the
convergence to zero of the reference signéi)translates into the convergence to zero of the internal
state of the actuators, namely im, . {i(h) =0, Vi =1,...,m. Moreover, lim_, .« Gi(h) = 0.
Finally, we have to prove that Iim+mxf(h) = 0. To this end, it is sufficient to show that] =
1,...,T—1, it holds that lim_, . [|x(tk+1)|| = 0. Indeed, combining equatioris (.1} {1.8).11.5)
and [1.8), one has

xF(tk+1) = (ANX (k) + 3|5 (A) =71 A (k) di(Tk + ),

whereu(h) = [ Gy(h)’ Gp(h) --- Gm(h)’ ]’ Since|#A (K)|| <1, then¥l =1,...,1—1, it holds
that

-1 ,
Ix* (Tk+ DI < AN X" (k)| + Z}H(Af)'*’*leH [la(rk+ j)II-
J:

As xf (k) = x(K), limy_1x(K) =0 and,Vi = 1,...,m, limp_, . G;i(h) = 0, the thesis followsm

Remark 9 (Further comments on the decoupling issue) et us go back to Remdrk 6 of Secfion 1.3.1.
A suitable combination of the result of Theorem 2 with the analysis of modi¢he tow level con-
troller (see Sectiof 1.3.2) allows one to further analyze the decoupling issilre iproject of the
controllers at the two levels of the hierarchy.

First, for a control sequencé” (k,N;) predicted by the high level MPC controller, in correspondence
to the components (k+ j) resulting in the activation of mode 1, the value ¢fkw- j) is explicitly
provided by equatio.43) Thus, the high level MPC algorithm only needs to know the maffiaf
equation(I.43)and the simulation of the corresponding low level subsystem is not needed
Furthermore, itis shown in the proof of Theorem 2 that Hith_, | . x (k) = 0andlimp_, . Gi(h) =0,
Vi=1,...,m. This means that, not only all the actuators are definitively controlledretap to
mode 1, but also thatk’ such that,vk > K, the control sequence# (k,N) processed by the algo-
rithm for the solution of the optimization problef@.38)are all made up of values corresponding to
the activation of mode 1.

1.4 Example

The two layer hierarchical control discussed so far is now applied to therireel model of a well-
mixed, non-isothermal, continuous stirred-tank reactor (CSTR), beddwm [11[31] and schemat-
ically depicted in Figure_Il1. Three parallel irreversible elementary exoibheeactions of the form

Al B, A% U anda R, respectively, take place within the CSTR, whéreepresents the reactant
speciesB the desired product) andR undesired byproduct;’s the reaction constants.

According to [11[ 3], the manipulated signals are the rate of heat @ptlte inlet stream tempera-
ture Tao and the inlet reactant concentratiGgy, while the state variables are the temperature of the
reactorT and the concentrations of the specfeandB, Cy andCg, respectively, which have been
supposed to be measurable.
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Actuator 3

Cao

Tho ‘

Actuator 2

Actuator 1

Figure 1.1: CSTR schematic plant.

The considered equilibrium condition is defined by the input quanﬂiieso, Tao = 300 andCag = 4
and the state values = 300,Ca = 4 andCg = 0. Hence, letting

U= [Q-Q Tao—Ta Cao—Cn ]
X = [T—-F CA—6A CB—EB ]/

the corresponding continuous-time linearized model turns out to be

46337 13746 0 0.0043 49980 0
x— | —0.0017 -50044 0 |x+| O 0 49980 | u, (1.52)
0.0017 00064 —4.9980 0 0 0

where the control variables are required to fulfill the following constraints
lui| < 768 |up| <100 |ug| <4 (1.53)

Moreover, the actuators’ dynamics described by the following trangfeations

20 10 1
Gacts(S) = 15 71— Gact2S)= 1517 GactdS) =155 (154
Z565° +55+1 Zes + Es+1 s+ s+1
have been considered and the constraints
|V1| § 20, ‘V2| § 5, |V3| S 2 (155)

on their input variables (i.e., the manipulated signals) have been defined.

The continuous-time modelg (1152) and (1.54) have been sampledAwith0.01 to obtain their
discrete-time counterpart in the fast time scale; moreover, the correésgoradsions in the slow time
scale have been figured out by taking- 4.

In the sequel, the design parameters for the numerical implementation of {h@spobhierarchical
controller are given. First of all, the following weighting matrices have leeul:

104 0 0
Qx =13, Qu= o 10* 0 |. (1.56)
0 0 100
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Figure 1.2: Sampled state variabbé$h) of model [1.52).

The choice of matrixQ, stems from considering both the ease in acting on the rate of heat input
(u1), whose weighting entry has been fixed@p = 104, and the difficulty in modifying the inlet
reactant concentration), whose penalizing term has been froze®to= 100. Conversely, the inlet
stream temperature may be adjusted with a relatively manageable efforte,Heaaveighting term

Q> = 1071 has been taken into account.

In addition, under the deadbeat controller (1.42), it turns out that-maxy, (i) ~ 0.0874, so that

aauxz[ 1 1 1}

is a feasible configuration of active actuators for the auxiliary contral Veith a viable attenuation
level y = 11.44. The Riccati inequalityf {1.30) has been solved accordingly, thusndieieg P and
the auxiliary control gairKaux. Afterwards, resorting to Propositidn 1, the final §gf,x has been
defined (corresponding to suctPal100 is an admissible value f@y). Finally, the MPC regulator at
the upper level has been synthesized by picking the prediction and cootizonsNp = Ne = 5.
Figured 1.l-1J6 portray the simulation results, where the following initial comditttave been set
up: x'(0)=[5 2 —02] and{(0)=0,i=1,2,3. Such results show a correctly stabilizing
action of the plant to be controlled and the effectiveness of the algorithmrinepited, which makes
constraints[(1.33) an@ (1.65) always fulfilled (note, in particular, Fifuewvhere several saturation
events on the low level manipulated variables arise). Moreover, eacitacsiactivity is consistent
with the weighting matrice$ (1.56), as shown in Figures[1.3, 1.4amd 1.5, yhitrelaforementioned
different usage of the three actuators is highlighted. In addition, notit¢htldirst actuator is always
active, while the third one, even though often working, is required to ael@iesmall control action.

1.5 Conclusions

In this report, hierarchical control systems have been considereghtAesis method based on MPC,
and accounting also for the control structure selection issue, has bgewspd. An unusual robust
control approach has been carried out to cope with the discrepamtiesdn the ideal control actions
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Figure 1.3: Boolean variableasf (h) associated with each actuator.

Input 1

Input 3

Iteration index

Figure 1.4: Comparison between the control refereng@yg (dots) and the corresponding control
actionsui(h) (circles) effectively provided by the actuators.
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Figure 1.5: Zoom of the first 16 samples of Figureg 1.4.
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computed by the high level controller and those effectively achieved blpihéevel actuators. The
multi edge solution devised can simultaneously ensure the on-line selectioa optimal control
configuration, deal with the mixed integer nature of the optimization problemaiaith convergence
properties of the overall system.

Many extensions can be pursued, such as the investigation of hieedrchintrol structures made by
more than two layers, or the application of this approach to “plug and plasigdeproblems, see

e.g., [32].

Page 28749




HD-MPC ICT-223854 Report on newly developed coordination mehanisms for HD-MPC

Chapter 2

Feasible cooperation distributed MPC
scheme, based on game theory

The contents of this chapter have been developed by Jairo Espindipe, Vaencia (Universidad
Nacional de Colombia, Facultad de Minas), Bart De Schutter and Katetan&@a (Delft University
of Technology, Delft Center for Systems and Control).

2.1 Introduction

Large-scale systems are systems composed of several interacting coispombeir operation is
based on controllers that face different situations according to theirim@rests. For the control
of large-scale systems, distributed and hierarchical control schersed ba model predictive con-
trollers have been proposed, due to their ability to handle complex systemsasdtlniput and state
constraints([4, 45,19, 38, 89,140,142], and for their ability to obtain a gmrfbrmance starting from
rather intuitive design principles and simple models [45].

Some approaches of hierarchical and distributed model predictiveotané proposed in 4,15, 6,
[7,[10,[15 16/ 17, 21,38, 50,155,156, 58] 62, (63,6869 71, 327Z]. However, the hierarchical
approaches do not guarantee that the subsystems do not compete asrmosglths because each
layer may take its own decisions without taking decisions of lower layers ictmuat. The distributed
approaches may force the subsystems to cooperate, often without tator@ceount whether the
cooperative behavior gives some benefit to the subsystems, and migjtitéesaibsystems to operating
points in which the subsystems do not perceive any benefit.

In order to deal with these drawbacks of the distributed control scheéniepossible to assume that
the local controllers may “bargain” among themselves, and an agreemeivenaaieved. With such
assumptions, the distributed model predictive control (MPC) problems eaafbrmulated as b-
persons cooperative games. Thperson cooperative game involvemdividuals that can collaborate
for mutual benefit. The individuals communicate among themselves in ordeirtty(jalecide which
strategy is the best for each individual, based on the profit receiveshth of them by the cooperative
behavior [36].

In this work, based on the Nash theories about the bargaining prob&jnarf@ two-persons coop-
erative gamed [37] distributed model predictive control is analyzed asreg In order to test the
proposed control scheme, a chain of two reactors and one adiabdtisdjaarator is used as simula-
tion testbed.
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2.2 Distributed model predictive control

Consider the nonlinear system given by

X(t) = f(x(t), u(t))
y(t) = fy(x(t),u(t))

wherefy(.), fy(.) are smootlC?! functions,x € R", u € R™, andy € R? denote the state, input, and
output vector of the dynamical system (2.1).

Assume that at each time stipthe systeni(2]1) can be approximated by a discrete-time linear time-
invariant system

(2.1)

X(k+ 1) = Ax(K) + Bu(k)
y(k) = Cx(k) 4+ Du(k)

In the following, we focus on the trajectories of the stataad their constraints. However, the method
described in this work can easily be extended to the cases in which the guspensidered in the
cost function and in the constraints.
The idea of MPC is to determine the control inputs for the sysfem (2.1) atieaelstepk, by solving
an optimal control problem over a prediction horiZgs based on the prediction of the behavior of
the system[(2]1) given by the model{2.2). Commonly, a quadratic codtdanc

(2.2)

Np—1

L(x(k), (k) = t; [T (K+t[k)Qx(k+tK)]

+Z} (k+t)Ru(k+t)] 23
u

+ X7 (K+ No[K)PX(K+ N K)

is used to measure the performance of the systeni. Th (213}, t|k) denotes the predicted value of
x at time stepk +t given the conditions at time stdp u(k+t) denotes the control input at time
stepk+t, X(k) = [XT (K[K), ..., X" (k4 Np|K)]T, G(K) = [uT (k),...,u" (K+Ny),...,uT (k+Np)]T, where
X(k|k) = x(k), andu(k+t) = u(k+Ny), fort =Ny +1,...,Ny — 1, Q, R are diagonal matrices with
positive diagonal elements, ahg < Np, Ny, N, being the control and prediction horizon respectively,
andP being the solution of the Lyapunov equation

;
ATPA—P = —Qu, (2.4)

If (.2) is stable (i.e., the norm of the eigenvaluesAds less than 1), an@y, is positive definite, it
follows thatP is also positive definite [63].

By repetitively substituting the equatidn (P.2) fqk+t|k) into (Z2.3), and by using the control horizon
constrainu(k+t) = u(k+Ny), fort =Ny +1,...,Ny— 1, the functiorL(X(k), t(k)) can be expressed
as a quadratic functiop(t(k); x(k)), x(k) being the value of the state vector at time dteffhen, the
MPC problem can be formulated as follows

min(U(k); x(k))
utk) (2.5)
subject to:t(k) € Q

whereQ is the feasible set of control actions, determined by physical and opsahtimits of the

system[(2.11).

| Page 30749




HD-MPC ICT-223854 Report on newly developed coordination mehanisms for HD-MPC|

If the scale of the systemi (2.1) becomes large, the solution of optimizatioteprdB.5) becomes
infeasible in real time. Hence, a distributed solution[of](2.5) is necessadya alecomposition of
model [2.2) is also needed.

Assume that the state update equationl(2.2) can be decomposédd subsystems such that the
behavior of each subsystem can be expressed as

M
Xi(k+1) = [Aijxj(K) +Bijuj(K)] (2.6)
=1

wherex; € R™, andu; € R™ denote the state and input vector of the subsystem=1,...,M, and
Aij, Bij are submatrices &, B. This model is also used inhi[4] [6,[8.138] 63].

Based on the subsystem decomposition| (2.6), the value of the state xeatttime stefk+ 1 can be
computed as

Xl(k)
ikt =[ A1 ... Am ]|
XM(k)
(k) (2.7)
+[Bi1 BiM]
um (K)
and the functiorL(X(k),u(k)) can be expressed as
M/ Np—1 .
L(%(K), (k) = ( X7 (k4 k) Qe (k+t]K)
22 .

Ny
+ ;uiT(kH)Rtui(kH) +x7 (k+Np[K)Px(k+ Np!k>>
t=

whereR = [R 1,...,R m], andQy, Rt are submatrices @, R; respectively. Note that in the distributed
case, the terminal constraint relates the final value of the states of sersys; (k+ Np|k), with the
final value of the states of whole systedtk + Ny|k). This happens because (in genefis a full
matrix.

Repetitively substituting the equatidn (P.6) fetk +t|k) into (2.8) yields
M
L(X(k),G(k)) = _Zlm(ﬁ(k):X(k)) (2.9)

@ (T(K); x(K)) = T" (K)Quuili(K) 4 2xT (K) Quuili(K) + X" (K) Quxix(K) (2.10)

whereQui > 0, fori = 1,...,M. In the following, the termx” (K)Quxix(k) will not be included into
the cost function because the value of this term is independent of theofethe control inputs.

In (2.10) the arguments fag (U(k); x(k)) indicate that the argument gf is t(k) andx(k) is parameter
of @. Clearly,@ is a positive-definite quadratic function afk) and thus it is convex oa(k).

Let Q; be the set of feasible control actions k), wheredi (k) = [u (K),...,uT (k+Ny)]", deter-
mined by the physical and operational limits of subsystefssume that @ Q; and thatQ; convex
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and independent dffor i = 1,...,M. Note thatQ = MM, Q;. Then, the MPC problenfi.(2.5) can be
written as
M

rﬁ?ﬁ?i;(ﬂ(a(k)) (2.11)

subject tou;(k) € Q;, fori=1,....M

The same problem is also consideredin [24/ 38/ 65, 63].
Let or (Gi(K),u_i(k)) = @ (U(k)), (r =1,...,M), where

Ui (K) = [T (K), -, Gy (K), G (K), -, Gl (K]

Ui(K) € Qj, andu_j(k) € Q_j, Q_j = Q1 x...Qj_1 X Qj11 X ... x Qu. In order to solve the optimiza-
tion problem[[2.111) in a distributed fashion, two main approaches havepbeposed in the literature,
see|[63] 64, 85]: the communication-based approach and the feasdgeration approach.
In the communication-based approach, each subsyisteives its local optimization problem

mino; (Gi (k), i (k))

Ui (k) (2.12)
subject tod; (k) € Q

without carrying out a negotiation process with the other subsystemsanegsthe control actions
u_;(k) of the other subsystems are fixed.

In the feasible-cooperation approach, the local cost funagion is replaced by a cost function that
measures the systemwide impact of the local control inputs. This is used wiihithese of avoiding
competition and to increase the cooperation among subsystems in a distributedoneadittive con-
trol (DMPC) scheme. In 683, 65] the authors propose to use a cormmbination of the controller

objectives:
M
u(k)) = ;Wrar(ﬁi(k)aafi(k)) (2.13)

wherew; >0, Y™, w, = 1 as a cost function of each subsystem, because it is the simplest choice
for such objective function. Also, the subsystems must carry out atiadiga process in order to
select the best control actions, with respect to the performance of tine system. Let; q(k) =
Uy (K[K), ..., ul(k+Ny[K)]T, whereq denotes the iteration number at time skepf the negotiation
processqd = 1,...,0max Omax being the maximum number of iterations of the negotiation process).
Let Ui (k) = [0 4(K),. .-, T 1 4(K), T, 1 4(K), ..., 0 4(K)]T. Then, the optimization probleri {2]11)
can be solved in a cooperative way by computing the solution of the optimizatiep [63/65]

M

min 5 W0 (6q(K). 0-ig-1(K) 010

subject tod; (k) € Q
In (Z.14), the expression far (Ui q(k),U_i q-1(K)) is given by

Or (Ui q(K),U i g-1(K)) =

_ - Ha H Ui q(K)
[ Gigk) Tig1(k) | { Hr; Hri ] { ,qq 1(K) ] (2.15)
Ui q(K)
+2[ fr1 fr2 } [ ﬁ,i;,l(k) ]

1For the sake of simplicity of notation we will not indicate the dependenag of x(k) explicitly in the remainder of
this chapter and thus writg (u(k)) insteadg (u(k); x(k)).

Page 32749




HD-MPC ICT-223854 Report on newly developed coordination mehanisms for HD-MPC

where the matricesl,1,H;», Hr3, Hr4 and the vectord;,, f;» are obtained by permuting the elements
of the matrixQyyr and the element of the vectQy, respectively, in order to obtain the expression
(Z.18) foroy.

In the next section, theoretical concepts of game theory will be used én trdieal with the feasible-
cooperation MPC (FC-MPC) problem as a decision problem in which theidas of each subsystem
affect the decisions of the other subsystems. The FC-MPC approactelezted because there exists
evidence (e.g. the cases presented by [63]) that the communicatichMB&2leads to unacceptable
closed-loop performance or closed-loop instability.

2.3 FC-MPC as agame

A game is defined as the tup(Bdl, {Qi }ien, {@ }ien), whereN = {1,...,M} is the set of player®Q;

is a finite set of possible actions of playeandq : Q1 x ... x Qu — R is the payoff function of the
ith player [44].

Based on the definition of a game, the feasible cooperation model baskctipescontrol problem
can be defined as a tupgBe= (N, {Qi}ien, {@ tien), whereN = {1,...,M} is the set of subsysten@;

is the non-empty set of feasible control actions for subsystemdq : Q1 x ... x Qy — R, where

@ is the cost function of th&h subsystem. From this point of view, FC-MPC is a game in which
the players are the subsystems, the actions are the control inputs, amag tffeop each subsystem is
given by the value of its cost function. Moreover, in FC-MPC the suilesys can cooperate in order
to obtain a common benefit. So, FC-MPC can be analyzed as a coopesatiee g

Following the cooperative game theory introduced in [35%| 37, 46], thadtation of the FC-MPC as a
game is completed by introducing the concept of disagreement point. Tlygebsaent pointg; (k),

at time stepk, is defined as the benefit that thk player receives where no agreement is achieved
among the players. In the case of FC-MPC, the disagreement point cateipgeted as the outcome
of each subsystem if it decides not to cooperate with the other subsystdéms, the disagreement
point of subsysteni is given byd;(k) = @(t%(k)), wheretd(k) are the control inputs solving the
following optimization problem

[ u(k
A
subject toZj; (k) € Q; (2.16)
u-i(k) € Q-

Note that the optimization problern (2]16) defines the worst case for sebsysThen,d;(k) is the
best benefit that thieh subsystem can achieve given the worst case.
According to [36/ 37], the solution of the cooperative game associatedivethMPC problem(2.11)
can be computed as the solution of the optimization probleni[14, 46]

rg(%xl'h“":l [di (k) — @ (T(k))]™

subject tox (k) > @ (T(K)), fori =1,...,M (2.17)

(k) e Qi fori=1,....M

whered; (K) is the disagreement point of subsysteat time stegk. The solution of the maximization

problem [2.1F) is calledsymmetric Nash bargaining solutiofthe producf1M , (di (k) — @ (t(k))"
is calledasymmetric Nash producThus, the asymmetric Nash solution assigns to a bargaining game
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the point of the feasible set dominated by the disagreement outahmey(u(k))), where the product
of the profit functions of the players is maximizeéd[46]. This kind of solutionsed because it is
possible to demonstrate that optimization problEm (2.17) satisfies the four apiopssed by Nash
for the bargaining solutions of cooperative games [46].

The maximization problenfi (Z.117) can rewritten equivalently as

%xiﬁwi l0g[di () — @ (T(K))]

subject todi(k) > @ (u(k)), fori=1,...,M
(k) e Qi fori=1,....M

(2.18)

Thus, [2.1V) can be solved in a distributed fashion by solMing{2.18) witlsithéar approach as
(2.13). So, the local optimization problem for subsystesgiven by the maximization problem

malewr log|[d, (k) — o (i (k), Ui (k)]

subject to: d; (k) > oy (Gi(k),u_i(k)), forr=1,....M
G.(k) € Qi

(2.19)

In the next section, we propose a negotiation model to solve the FC-MPC game

2.4 Negotiation model

A negotiation model consists of a sequence of steps whose outcome is ttiensofuhe game in a
cooperative or non-cooperative fashion. The negotiation modebpeapin this work is based on the
algorithm proposed by [37] for two-persons cooperative games.
Before introduce the negotiation model we should introduce some notatiowilhée used later
in this section. Recall that; (Ui(k),u_i(k)) = @ (u(k)), and in particular that;(u;(k),u_i(k)) =
@(u(k)). Then, optimization probleni (2.1L6) can be written as
1 - (17]: k "'_. k
E}L?E?@f‘"(“'( ),U-i(k))
subject totji (k) € Q (2.20)
u_i(k) € Q_;

Let 0" (k) = argmax k) 0i(Ui(k),U_i(k)). Let (k) = arg ming i) Gi (G (K), 0" (k). Let Up(k) =

[G] 5(K), ..., 0y o(K)]T denote the initial condition for solvinﬂZlZO) at time stefrhen, at each time
stépk, at each iteration,g = 1,.. ., gmax (Gmax being the maximum number of iterations allowed to
subsystem, i = 1,...,M for solving [2.19) in a cooperative way), the proposed steps to solve the
FC-MPC game are:

1. Letdi(k) denote the disagreement point of subsysteahtime stegk. Then, given the initial
conditions x(k), all subsystems compute their disagreement paiiiks according to[(Z.20) in
a separated way.

2. After computing the disagreement points, each subsystem sends itedivagt point to the
other subsystems.
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3. Each subsystem solves the optimization problem [2.19)[_1f}(2.19) isbfeatet U; ,(k) be
an optimal solution (so it satisfies the constraints, dgk) > or (U y(k), U-i g-1(k)), for r =
1,...,M). If .19) is not feasible, subsystendecides not to cooperate. In this stepg i 1,
thentd(k) is considered as initial condition for subsysténfor solving [Z.19). Otherwise,
Ui g-1(K) is considered as initial condition for subsystgrfor solving [2.19).

4. The subsystems that decide to cooperate update their control actiarsobyex combination
Uiq(K) = Wit o (K) + (1 —wi)Ui g-1(k). The subsystems that decide not to cooperate select their
control actions equal t (k) = W Td(k) + (1 —wi)Gi g-1(K).

5. Each subsystem sends its control actions to the other subsysteitisy(K) — Ui g-1(K)|| < &
(¢ > 0) for all subsystems, Ay = max Of the maximum allowable time for the computation
of the optimal control inputi* (k) = [T;T (K), ..., Ty (K)]T is reached, the first element of the
control sequencs; 4(k) is applied and each subsystem returns to step 1. Else, each subsystem
returns to step 3.

At time stepk+ 1 the initial conditions for subsysteinfior solving [2.20) are determined by the shifted
control sequencs o(k+1) = [Uig (K+1,K),...,ui%  (K+Ny,k),0]T, whereug  (k+1,k) denote
the optimal value of the control inputs for subsystieat iterationgeng at the time stefi+ 1 given the
conditions at time stek.

For the proposed negotiation model, properties like convexity, conveegand stability are topics
for further research. However, in the next section we present simuliagults using this negotiation
model for the systemwide control of a plant consisting of a chain of two cootis stirred tank
reactors followed by a non-adiabatic flash separator. From these simulasolts it is possible to
conclude that the trajectories of the state$ ofl (2.1) converges to the amgithat[(2.1) is stable under
the proposed control scheme.

2.5 Application: Two-reactor chain with a flash separator

The example of a chain of two continuous stirred tank reactors (CSTHRsyéa by a non-adiabatic
flash separator was taken from [65]. All the simulations was performied) Bdatlab software. For
solving the optimization problerh (2.119) the active-set algorithm provideddyrtinconfunction of
the optimization toolbox of Matlab was used. The description of the systemsesmiezl below.
Consider a plant with two CSTRs followed by a non-adiabatic flash sepahatach of the CSTRs,

the desired produd@ is produced by through the irreversible first order reacliof B, k1 being the

Arrhenius constant of the reaction. An undesirable side rea&iéh C results in the consumption

of B and in the production of the unwanted side prodti¢here k; is the Arrhenius constant of this
reaction). The product stream from CSTR-2 is sent to a non-adiakeslit $keparator to separate the
excess ofA from the producB and the side produ@.

It is assumed that reactafsthas the highest volatility and is the predominant component in the vapor
phase in the flash separator. A fraction of the vapor phase is purgeti@nemaining stream rich in
Ais condensed and recycled back to CSTR-1. The model of the plantis bw
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1. Reactor 1:
dH, 1
Ut oA [Fo+D—F]
d 1
;(?r = oAH [Fo(xao — Xar) + D(Xad — Xar)]
(g r
—karXar
d 1
gt = oA [Folxeo ) +D0ed e
T r
2.21
+ karxar — KorXar ( )
dT, 1
G = sar FoTo=T)+D(Ta=T)
1
c [kerArAHl + erXBrAHZ]
p
Qr
+ - -
PrACHH;
2. Reactor 2:
dH 1
Ttm == pmiAm[Fr‘i‘Fl—Fm}
dXam 1
dt = omAmHm [F (Xar —Xam) + F1(Xa1 — Xam)]
— kimXam
d 1
:ﬁm = oA [Fr(Xar — XBm) + F1(Xg1 — Xam)]
m m
2.22
+ KgmXam — KamXBm ( )
dT; 1
dtm = oA [Fe(Ty — Tm) + F1(To— Tm)]
m m
G [kamXamAH1 + komXemAH2]
L Qn
PmAmCoHm
3. Non-adiabatic flash:
dHy 1
S [Fm—F—D—Fy
d 1
% = ouAoHD [Fm(XAm - XAb)
— (D+Fp)(Xad — Xab)]
de X (2.23)
at = m [Fm(XBm — XBb)
+ (D + Fp) (XBd — XBb)]
dTb 1 Qb
e [Fa(Th—To)] + ——2
dt ~ poporty m(Tm =Tl + p e h
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Table 2.1: Values of the parameters used in the simulations of the two CSTRsfallaved by a
non-adiabatic flash system

Parameter Units Value
Pr Pm Pb [kg/m’] 0.15
aa 3.5
ap 1.1
ac 0.5
ki [s7Y 0.02
K s 0.018
A [?] 0.3
Am [P 3
Ao lug 5
To K] 313
Ty K] 313
Co [KJ/(kgK)] 25
XA0 1
X80 Xco 0
XaA1 1
XB1 XC1 0
AHq [KJ/kg] -40
AH» [KJ/kg -50
Ei/RE/R K] 150
ke [kg/s tm /2 25
K kg/stm Y2 25
Ko kg/stm Y2 15

where,F, = kr\ﬁ, Fm = kmvHm, Fo = kov/Hp, Kir = kiepriTrl, koy = k;epriTrz, Kim = k’{exp%,
kom = k3 eXpRTm Xcr = 1 —Xar — XBr, Xcm = 1 — Xam — X8m, Xcb = 1 —Xap — Xgb, Z = 0aXap + 0BXab +
acXch, Xad = GA Ab , XBd = aBXBb’ Xcd = O!CXCb

For the systenﬂ'ZIl) tﬂZIZS) the manlpulated variables are the feedafies¥s, F;, the cooling
dutiesQr, Qm, Qp, and the recycle flow rate. The measured variables are the level of liquid in the re-
actorsH;, Hy, Hp, the exit mass fractions @éfandB Xar, Xgr, Xam, Xsm, Xab, Xab, and the temperature of
the reactord;, Ty, Tp. The controlled variables are the liquid level of the reactors and the tetapesa
of the reactors.

With the purpose of applying the proposed distributed control schemaé, reactor and the flash
separator were considered as subsystems. Then linearizing the medehofubsystem (equations
(Z.21) to [2.2B)) around an operating point, and discretizing the resultiegrltrme-invariant models,
a model defined by (2.6) for each subsystem is obtained. The values patameters used in the
simulations and the operation point are in Table$ 2.1afd2.2 ([65]).

For the simulations, the constraints of the variables of the system we®&y, & Fy < 1.1Fy,,
0.96F;, < F; < 1.04F, for the feed flow rates of the CSTRs, andD, < D < 1.1D, for the re-
cycle flow rate, and-6 < Q; < 6, —6 < Qn < 6, —6 < Qp < 6 for the cooling duty of the CSTRs and
the adiabatic flash separator.

The performance of the proposed control scheme is evaluated whepairsiechange corresponding
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Table 2.2: Operation point used to linearize the two CSTRs chain followednmyadiabatic flash

model
Variable Units  Value

Hro m 180
Humo m 190
Hoo m  5.2185

Foo kg/s] 2.667
Fio kg/s]  1.067
Do kg/s] 30.74
Qro [KJ/s| 0
Qmo [KJ/g 0
Qbo [K'J/S] 0

to a 1579 percent increase in the level Bf, is made at timek = 200s, and a set point change
corresponding to a.56 percent decrease in the levelyfis made at timés = 400s. Figs.[2.1 td 2.8
show the performance of the proposed control scheme for theseigétipanges. In this simulation
the prediction horizoiN, = 25, the control horizol, = 10, the weight of each subsystem= 0.33,
the sample tim8s = 10s, and the maximum iterations per time stgpx = 5.

Evolution of the controlled variables, their reference values, and the control actions of the CSTR-1

250 T T T T T T
—_ Hr
£ 200 Hr
£ 1 — e ref
150 i i i i i T T
0 100 200 300 400 500 600 700 800
314 T T T T T T
. Tr
X
= BLB5 g | Tt
313 i i i i i i i
0 100 200 300 400 500 600 700 800
5 T T T T T T
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o
w
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=
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&
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Time [s]

Figure 2.1: Evolution of the level and the temperature of the CSTR-1, tHenrerece values, and the
control inputs.

From Figs[ 2.1l t6 213 it is possible to conclude that the proposed conteirschtabilizes the closed-
loop system. As a response to the set-point chandgé,pfCSTR-1 and CSTR-2 jointly decide to
decrease and increase their feed flow rates, respectively, in ordeftly drive the system to the
new desired operating point, while the flash separator decides to in¢heaseycle flow in order to
regulate its level and the level of the CSTR-1. This indicates a coopelshavior among the MPC
controllers. In Fig.[ 2} the computational time incurred by the computation ofaluéian of the
FC-MPC problem as a game is presented.
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Evolution of the controlled variables, their reference values, and the control inputs of the CSTR-2

250 T T T !
E ke KR E X Hm
£ 200p i _____ Hm
T ref
150 Il Il Il Il Il Il
0 100 200 300 400 500 600 700 800
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£ Qm
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Time [s]

Figure 2.2: Evolution of the level and the temperature of the CSTR-2, tHenerece values, and the
control inputs.

Evolution of the controlled variables, their reference values, and the control inputs of the flash separator

10 T T T T T T T
E . = e Hb
a
r |\ ¥ e e Hbref
0 I h I I I I
0 100 200 300 400 500 600 700 800
314 T T T T T T T
< Tb
GG
xS N Th
ref
312 i i i i i i
0 100 200 300 400 500 600 700 800
34 T T T T T T T

D [g/s]
S

0 100 200 300 400 500 600 700 800
5 T T T T T T T

Qb [KJ/fs]
o
o
1
o

Il Il Il Il
0 100 200 300 400 500 600 700 800
Time [s]

Figure 2.3: Evolution of the level and the temperature of the non-adiabat fleeir reference values,
and the control inputs.
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Evolution of the delay associated with the solution of the FC-MPC problem as a game
9 T T T T T

Computing time [s]

0 100 200 300 400 500 600
Time [s]

Figure 2.4: Evolution of the delay associated with the solution of the FC-MBRlgm as a game.

From Fig[2.4 it is possible to conclude that the computation of the FC-MPQgunods a game in the
case of the chain of reactors presented in this section is always less ¢hsamtple time. Moreover,
the negotiation model can be stopped prematurely without decreasing themmaice of the system.
With the purpose of determining the effect of measurement noise in theperfice of the proposed
control scheme, a measurement noise in the rénrd®, 10| was added to the controlled variables.
The noise signal employed was an uncorrelated white noise signal. IiPEgs[2.T the results of this
simulation are presented. In this simulation the prediction horidp#a 25, the control horizol, =
10, the weight of each subsystemn= 0.33, the sample tim&; = 10s, and the maximum iterations
per time stefk, gmax= 5.

Figured 2.b td 217 show that despite the presence of noise, the local MR@IEws cooperate in
order to maintain the performance of each subsystem and the perforwitiee entire system as
well as possible, i.e., the values of the controlled variables of each dsabsgs close as possible
to their desired values, without affecting negatively the performanceeobtiter subsystems. Such
cooperative behavior also involves the decision of some subsystems rafitoio cooperate. The
noncooperative behavior commonly arises in these simulations when a disterls applied to the
system. In Fig.[2]8, the computation time associated with the computation of the saltitios
FC-MPC as a game is presented. Similar to the case without noise, the time entplopetpute the
optimal control input is less than the sample time.

2.6 Conclusion

In this work, the distributed model predictive control problem was pitesenAlso the two main
approaches to face this problems were briefly introduced: the communitets®d model predictive
control and the feasible-cooperation model predictive control. Foreibensl approach, a formulation
based on concepts of the game theory was carried out. The relevathig fofmulation is given by
the fact that each subsystem can decide to cooperate or not baséborel "criterion: the benefit
that the cooperation gives to each subsystem.
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Evolution of the controlled variables, their reference values, and the control actions of CSTR-1
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Figure 2.5: Evolution of the level and the temperature of the CSTR-1, tHenerece values, and the
control inputs with a measurement noise

Evolution of the controlled variables, their reference values, and the control actions of CSTR-2
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Figure 2.6: Evolution of the level and the temperature of the CSTR-2, tHenerece values, and the
control inputs with a measurement noise
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Evolution of the controlled variables, their reference values, and the control actions of the flash separator
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Figure 2.7: Evolution of the level and the temperature of the non-adiabati fleeir reference values,
and the control inputs with a measurement noise

Evolution of the time delay associated with the solution of the FC-MPC as a game
10 T T T T T

Computing Time [s]

Il Il Il Il Il
0 100 200 300 400 500 600
Time [s]

Figure 2.8: Evolution of the delay associated with the solution of the FC-MBRIgm as a game.
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The proposed control scheme was tested using a chain of two readtoveefib by a non-adiabatic
flash. The reference values of the reactors was changed in diftérections at different times, keep-
ing the values of the references of the other subsystems constant. lagdbistlee three subsystems
cooperate in order to jointly select the best control actions in the sense loicél performance with-
out decreasing the entire system performance. With the purpose of tndeite the effect of the
measurement noise in the performance of the proposed control schanmegsarement noise was
added to the controlled variables. Despite of the presence of the noislitgstems cooperate in
order to maintain the value of the controlled variables close to their refexahoes.
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