SEVENTH FRAMEWORK PROGRAMME

THEME —

ICT

[Information and Communication Technologies]

SEVENTH FRAMEWORK
PROGRAMME
Contract Number: 223854
Project Title: Hierarchical and Distributed Model Predictive Control ofje-

Scale Systems
Project Acronym:  HD-MPC

HD-MPC
Deliverable Number: D3.4.1
Deliverable Type: Report

Contractual Date of Delivery:
Actual Date of Delivery:
Title of Deliverable:

Dissemination level:

Workpackage contributing to the Deliverable:

WP Leader:
Partners:

Author(s):

March 1, 2010

March 1, 2010

Report of literature survey and analysis
regarding timing and delay issues

Public

WP3

RWTH Aachen

TUD, POLIMI, RWTH, USE, UNC, SUP-
ELEC

Daniel Limon (USE)

Jairo Espinosa, Felipe Valencia and &o
Garda (UNC)

Inga J. Wolf, Wolfgang Marquardt (RWTH)
Alfredo Nunhez (TUD)

12}

(© Copyright by the HD-MPC Consortium



HD-MPC ICT-223854 Literature survey and analysis regardingtiming and delay issueslf

Table of contents

he network . ........ . 18

IMMV INMBC . . oot 23
2.6 Efficient Schemes for On-line Optimal Control . . . . . . . v . v v oo, 23

[2.7_MPC Scheme for Considering Computational Delay . . . . . . ... ....... 24

Page 2741




HD-MPC ICT-223854 Literature survey and analysis regardingtiming and delay issues*

Project co-ordinator

Name: Bart De Schutter
Address: Delft Center for Systems and Control
Delft University of Technology
Mekelweg 2, 2628 Delft, The Netherlands
Phone Number: +31-15-2785113
Fax Number: +31-15-2786679
E-mail: b.deschutter@tudelft.nl

Project web site: |http://ww. i ct-hd-npc. eu

Executive Summary

This report describes the results of a literature survey regarding timohdelay issues and delemy
issues in the context of hierarchical and distributed MPC. More spdbjfittze following topics
are considered:

e When a control system is implemented in a distributed fashion, with multiple parsdss
communicating over a network, both the communication delays associated witlette n
work and the computation delays associated with the processing time cadelduygasys-
tems performance. In this case, the performance of the system may dapnohly on
the performance of the individual components but also on their interactidrcaopera-
tion. Therefore, Chapter 1 discusses modeling and control of time-dgdégnss, including
stability and robustness.

e Chapter 2 focuses on communication and computational delay in MPC in thexcohte
networked control systems. We characterize the issues related to comtimmazlays
and dropped network packets. Next, we discuss model-based coripemgdahe dynamic
effects of the network, and efficient schemes for on-line optimal coatrdIMPC in net-
worked control systems.

e The topic of Chapter 3 is robust MPC for delayed systems. There wédeoris particular
stability and prediction.
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Chapter 1

Modeling and Control of Time-delay
Systems

1.1 Introduction

When a control system is implemented in a distributed fashion, with multiple pmsassmmunicat-
ing over a network, both the communication delays associated with the netmatke computation
delays associated with the processing time can degrade the system’s pedernrathis case, the
performance of the system may depends not only on the performance iidikidual components
but also on their interaction and cooperation.| [60].

1.2 Delay Modeling

In ([2], [3]) the classical approach of delay approximation by Tayésies expansion [47] is replaced
by an the injection of a delay term (from the system state equation) into thedntexction variables.
This gives a reduced system compared with the classical approacfil. Eagshows an approximation
of the scalar linear system with delay using the Taylor expansion.

X(t) = ax(t) + bx(t — 1) = XX = Ax(t) + BY1)x* (1.1)

whereA and B represent operatossandb for the scalar casec* represents the Taylor coefficient
vector for the scalar functiox(t) andx®* represents the Taylor coefficient vector for the scalar function
X(t), andS(1) is the Taylor delay operational matrix. This method increases the systemasde
the number of terms were taken in the Taylor series expansion, while the metkddn [2] and

[3] preserve the system order making the computational efficiency maralita when the system
becomes a large-scale one. This approach basically take a model ofithe sisown in Eq. [(1R)
which arise from a partition of a global model intb subsystems with interactions among them.

Xi(k+1) = AX (k) + BiUi(k) + Ciz (k) (1.2)

whereX; denote the state vectdy; is the input vector, and; (with i = 1,...,M) are the interaction
variables. In this casg; is described by Eq[(1.3):

M
Zi ="y [LijX;(k) +KsqjX; (k= dyj) + KuijUj (K — duj)] (1.3)
=1
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with Ljj, Kyj andKyij are the interaction gain matrices among subsystems with respect to the states,
delayed states and delayed inputs, dgcanddy,j denote the delay of the states and the inputs respec-
tively.

In [17], [19] the authors consider the delay as a positive constariLlp this constant is determined
by the so-called transmission time delay. As it will be seen in the next sectiowattéble is used to
determine the maximum transmission time delay allowable to guarantee the stability yétér@a sin

[19], the communication delay produced by the acquisition of measuremertssiglered different

to the delay produced by the controller when the control input is sent. @hies are used to find suf-
ficient conditions for guaranteeing system stability in an input-feedfatwatput-feedback-passive
nonlinear systems. _ _

In [6], the delay is assumed as a random variable inside a defineldsBt:= {0,1...,d}, beingd

the maximum delay. Thus the model of the system is given by

X(k+1) = Ax(k) + Bu(k—d) (1.4)

Using a delay depended state-feedback controluawk] x, kq € R", and assuming that the deldy
can be modeled by an independent and identically distributed randornsproca Markov chain, the
system[(1.}4) can be formulated as a jumped linear system:

2(k+ 1) = Agz(K) (1.5)
where the augmented state veatth) = [x(k)Tx(k—1)T...x(k—d)T]T and
[ A — BKE — 0]
/I 0 .- 0 O
A= | O I 00
0 0 - 1 0.

Note that the position of the matrBdgg is determined by the delay:
On the other hand, in [8] the authors consider the delay as a positiveanbgis such that

vij () = €W (s) (1.6)

wherev;; represent the interconnection input variables, andhe interconnection output variables.
Then the closed loop system becomes

X (t) Arri Atsi BY X (t)
Wi(t) | = | ASti ASsi B Vi (t) (1.7)
z(t) Cti Cg Df de(t)

beingz(t) andd;(t) the performance output and the local exogenous disturbance in theust&hd
formulation.

The approach proposed in [16] is based on the representation of lthes dé the system as linear
operators with no delay, allowing to represent the system as a norm-&dwmdertainty ones. To
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model the system, consider the Ito type differential equation

dx = [AoX(t) + Ax(t — T(t)) + Byw(t)]dt + Bou(t)dt + Gx(t)dB (t) + Hx(t — T(t))dv(t)
dy = [Cox(t) + Cox(t — T(t)) + D211 (t)]dt -+ Fx(t)d{ (t)
Z(t) = C]_X(t) -+ D12U(t)
x(8) =0,V <0

(1.8)

wherex(t) is the state vectomy(t) is the exogenous disturbancgt) is the measurements vector,
n(t) is an additive measurements noigg) is the objective vecton(t) is the control input signal,

B1,B,, C1,Cy, D1o, Do1, F, G, H, are time invariant matrices amg, A;, B, are matrices satisfying

the following norm-bounded uncertainties:

Ao = Ao+ EgFoHo
Ap = A +E1FiHy (1.9)
By = By + EoFoH>

where FiTF. < I, Vi =0,1, and beingAy, A1, Bz the matrices of the nominal systentk;, i =

{0,1}, Hi, i = {0,1,2} are constant matrices. In equatibn [1:8Y,) is an unknown time-delay such
that for positive scalars, d satisfies:

~

0<
it

(t)
d

VANR/AN

" 1.10
) (1.10

N

andpf(t), v(t), {(t) are Weiner processes.

In [36] the delays are assumed to be bounded, a priori unknown, &ymntlist be available in real
time. In order to show this, consider the following discrete-time system:

x(k+1) = Ax(k) + Bu(k)

z(k) = Cx(k) (1.11)

with x(k) € R" the system stateyk) € R" the control input, and(k) € RP the output. Letmax<e N the
maximal delay considered amgli, € N the minimal delay. In this paper it is assumed that the system
has at each timk, a delaytk € .7 = [Tmin, Tmad, that is multiple of the sampling time. Therefore, the
systeni 1,111 can be rewritten to take into account the delays:

X(k+1) = AX(K) + Bu(k — %) (1.12)

Next, when the formulation is presented, the authors assume a switched sytigarameten (k) €
Q, where:

Tmax
Q=Ja=| i |eRm™Hvic 7 aqe{01);y a=1 (1.13)

Tmin
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Hence the system has the following form:

%1 = Ala (k)% + B(a (k) uk (1.14)

with a (k) the characteristic function of the delayin the system{1.12). This characteristic function
is defined as:

N—Q

YN ke—sa(k) stvre 7 {

ar(k)=1, if T=1¢ (1.15)
ar(k)=0, if T#T1

This is defined in order to establish a bijection betweék) and1i. In fact 7 can be expressed using
a (k) as follows:

N— 9
T:{ ki— 1= Y iai(k) (1.16)
ies

In [56] a nonlinear continuous-time system is considered as follows:

X(t) = f(x(t),u(t)), x(0)=x L.17)
X(t) e X CR"ut) eU c R™ '
whereU is assumed to be compact,to be connected(0,0) € X x U, andf : R" x R™ — R" is
locally Lipschitz continuous and such th&t0,0) = 0. It is assumed that the system is connected to
a Nonlinear Model Predictive Controller (NMPC) through a shared ndgtwSome assumptions are
made to solve the problem: all packages are time-stamped; a common time-frammitaislayor all
components either by a global clock or either by a set of synchronizells;lthe network is subject
to random but bounded delays:

Tsc(t) € [0, T8, Tealt) € [0, T2 (1.18)

whereTts. is the delay between the system and the controller (measurementy,aadhe delay be-
tween the controller and the actuator (control input).

The network is also subject to random but limited information losses; compwhtietays are em-
bedded onto controller-to-actuator delays; the whole state is completelybdwadlither by direct
measurement or observation.

The time-varying delays are analyzed separately. First, for time-varyirggunement delays, it is
assumed that the state is available for the controller ortfytatsc, i.e. the NMPC controller has only
old information to solve the optimal control problem. However, since the pusva@sumptions are
verified, and an exact plant model is available, the current delayedcstatee obtained by forward
prediction. On the other hand if there exist time-varying delays betweenttmoter and the actuator
the input consistency is lost. Then, there must be buffers at the contaliethe actuator to re-gain
the input consistency, using the worst case de[g@¥. In this paper, it is referred other contribution
where this artifice has been proved to be effective.
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u Y | sensor
Actuator —> Plant (samplen)|

A

“oeey| NETWORK [“%eiy”

Controller

Figure 1.1: Assumed delays in the scheme

In [10] a linear, discrete-time system &s (1.12) is considered. First isisvaed a plant delay as =

dT, whered € N*, andT is the sampling period. In this paper it is stated that a simple state feedback
taking into account the delay is sufficient to tackle the problem. However poobéems arise(1) the
time-delay is not perfectly knowri2) the system output is not available at evklysampling instant
since, due to scarce data or event detection, only some data can atheectmtroller (and delayed).
Then, in this work both sensor-to-controllag{t)), and controller-to-actuatords(t)) time-varying
delays was considered as time-varying. In Figlrel (1.1) are depicteslieésork delays. Moreover,
they are defined as follows:

Tse(t) < Tscl, Tea(t) < Tcal, Te(t) < TcT, Tsc Tea Ic € N* (1.19)

with the upper bar indicating the upper bound. Then the total time delay satisfiegxt condition:

d(t) = 1c(t) + Tea(t) + Tsc(t) (1.20)

furthermore it is assumed that

d(t) =dT+e(t)=hT+aT +£(t), (1.21)

wherehT is the delay being considered for computing the prediction schéme ), aT is the
delay variation ¢ € Z) andée(t) € R is a small uncertainty in the knowledge of the delay. Looking
for robustness in the time delay modeling, the delay is not anymore consiaem@éunction of the
sampling period but thk—th sampling instant, then:

teir—tk=T + & (1.22)
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with T the ideal sampling time ané, the uncertainty between consequent sampling instants. The
above mentioned uncertainties must be bounded as:

&l <E<T, |et) <e<T (1.23)

1.3 Robustness

In order to tackle robustness issues in several systems, particularlgrkethsystems, it is necessary
to define the Maximum Allowable Delay Bound (MADB [59]) or a similar critefi@]1n order to
determine the maximum interval of stability for a given control system or cbstinacture. In[[12] a
sufficient condition for robust stability is expressed by means of a Lildirix Inequality (LMI) as

Eq. (1.24) shows.
(A%)TPAY —P+g(8%°NIN1  (A)TPS
< —(eln— S PS)
whereP andS, are positive definite matrices,is a positive constant am:gf is a matrix of the closed-

loop representation of the system. Such a matrix corresponds to a nomined palelay ) which
in turn is partitioned in a nominal partq) and an uncertain part/), beingN; and® defined by:

<0 (1.24)

N1(Bc,Ksf) = —Bc(KE 4+ S)
h—1¢ 1.25
5% = sup{Omax(AT (1))} < max || A dA ||, (1.25)

T€[Tmin,Tmay </ h—Trnin

with S = [0 1], and K& the state-feedback matrix. The cited method present a way to compute
the maximum allowed delay and it can be used to compute the maximum allowable codwlate
Hence, the usefulness of several control algorithms is determined in tortbe used in a network
system.

In [8] the closed-loop model of the system was used to find the robusindstability conditions due

to occurred delays such thatQgj; < €. This analysis is based on structured singular values. Some
theorems and corollaries are presented in order to demonstrate the gainbd view. Finally some
related works are listed, as the proposedin [30] [35]._IhtHsintroduction of the operators
given by equationd (1.26, 1127), allows to express the systein (1.8) @sdetayed one. Moreover
the system is also expressed with norm-bounded operators.

(Dog)(t) = g(t —T(t)) (1.26)
t
0= [ geds (1.27)
t—1(t)
This allows to design a robust controller such that a cost functionis less than zero, and derive
sufficient conditions for the stability of the system. Moreover, the formulgireposed in[[16] deals
with uncertain time-delay systems.
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1.4 Stability

The stability of a control system is linked with the robustness. The MADB @iterused in[[50]
to propose a theorem expressed as a LMI to guarantee asymptotically stabilityy time-delayr;
satisfying 0< 1; < Tj.

Consider the following dynamical system:

N
X(t) = AX(t) + ;AX(t - 9;) (1.28)

whereg(.) describes the initial condition of(t), andt € [—9,0], with d the upper band of. Then
the stability theorem for these systems is as follows:

Theorem 1 [26] If there exist P> 0, Q; >0, Xj, Yjand Z, j=1,...,N such that

|:ﬁ11 ZTU :| <07|: Xi Y :| >0, (1.29)

n¢ -Tr Y[ Z

where,

= dlag{Q17 7QN}

y

n :T[ZL... 7ZN]

0

F:Tdiag{Zl,--- ,ZN}

N
§1=ATP+PAL S Y Y] +TX+Q;
=1

Then closed-loop system with delays is asymptotically stable for any timefglsiatysfyingd < 1; <
T.

For positive systems the asymptotically stability is proved in a simpler way [24]si@er the system
with multiple delays described by Eq. (1130). The system is (internally) pesftand only ifx(t) €
RL, x(t—1) € Rl ,y(t) € R? for anyxo(t) € R} and for all inputau(t) € R, t > 0. The stability for
positive systems with multiple delays does not depend on the delays as iifi#states.

q
t) + ZlAkx (t—dk) +Bu(t), (1.30)
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Theorem 2 [24] The positive system with delays (1.30) is asymptotically stable if and ot if
positive system without delays

q
X = AX, A:AO+ZAK (2.312)
K=1
is asymptotically stable.

The principal advantage of the Theorem 2 is the easier form to provenppaaed with other stability
theorems based on Lyapunov theories.

In [17], the authors present a general framework including communicabastraints, varying de-
lays and varying transmission intervals. Based on the presented frakahwerauthors provide a
Lyapunov-based procedure to compute bounds on the maximally allowatentission interval and
the maximally allowable delay in order to guarantee stability of the system. In toddrow this,
consider the continuous-time system with a controller:

1.32
Selt) = ol 9) (1.32)
Uc = gc(xc)

wherex,, X are the system and controller states respectively,denotes the most recent values of
the control input and the system output respectively, @ang are the control input and the system
output respectively.

Assume that at the transmission timgi = 1,2,...,n, with n the number of subsystems, the con-
troller input u and/or the subsystem outpytare sampled and transmitted over the network. The
transmission timegs;, satisfy 0<t; <tx <... <tyandd <ts,, —ts < Tmati, WhereTma is the max-
imum allowable transmission interval, adde [0, Tnati]. Then, at transmission tintg, the subsystem
accessing to the network saves their valueg(ty) or send to the communication network their values
of u(tsi). These values arrives after a transmission delay the controller or actuator, depending on
if the output values are sampled or the control actions are sent.

Thus, based on the last assumptions, the authors reformulate the systelncmasidering the error
dynamics, the memory of the updated error, the number of transmission, l#yeadsociated with
the transmission interval, the delay and the event allowing to each subsystamelof the com-
munication network, as states. With the resulting model, a Lyapunov-baseedure is proposed in
order to find the maximum transmission interval and the maximum delay at whichdtesrsis stable.

Consider again the referen¢e [36]. The stability of the closed loop sysigntime delays is guaran-
teed following the Lyapunov-Krasovskii criteria. This is done with the follgywtheorem:

Theorem 3 Given the extended systedefined by

K(k+1) = Ag X(K) + Bru(k)

z(k) = Cx(k) (1.33)

1In this work is referred as the original system augmented by the delagatsias new states.
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it is supposed the existence of matriéase RV, ¥ ¢ RPN symmetric matrice§ ¢
R(M*Ax("+1)  and a scalarB, fori € .7, such as/(i, j) € .72

éjté?—é ok ok
< _ | AG+BY § x
Mij G, 01 .10 (1.34)
RL/2Y, 0 01
and
Blni s *
[ In onxﬁ} g >0 (1.35)
Onxi O

The control law, on the form of extended state feedéckis given by:

ug(ar (k), (k) = K (a (k)%(k) = ( Z)a(k)ﬁi> (k) (1.36)
i€J
whereK; = \?iérl stabilizes the system, for all possible delay systerh and leads to the inequality:

J({uc %) < Bl %o 12 (1.37)

In this Theorem, both stability and performance arise. Note that the giyser lppund is such that a
performance of the closed loop system is guaranteed under stability cosdifibis upper bound is
the worst case of the cost function, that is, the maximal degradation foosdible delay sequences.

In [56] the stability of the scheme is treated as a convergence issue.t,lthiaenain contribution of
this work is based in a convergence Theorem. The first part of thisgtredeals with the definition of
the dynamical systemb (1]17) and the kind of time-varying delays assumed, iTts defined some
conditions to be fulfilled in order to the following limit is given:

lim || x(t) ||=0 (1.38)

X—00

with x(t) the state of the system. In qualitative way, the above mentioned conditions are:

e There exisixg initial condition, a feasible contral*, and a bounded total delaysuch that the
statex(t) is in a subspace of the state-space, the dynamical system, and an inequnaiésning
a terminal cost on the total delay time are fulfilled.

e The assumptions presented in the first Section (concerned with this papsgtisfied.
e The system without delays is stabilizable.

e The optimal control problem is solvable fotge 1, with 1T as defined before.
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Stability issues are considered at the predictor and observer stépd.imfiOfirst one is treated as
follows: consider the existence of an error in the knowledge of the infggreiof the real delagT.
Thus, from [I.211), the delay can be writtends- h+ a, a the delay error. Then a simple state
feedback is assumed as a control law:

U = —KXc+h (1.39)

with K € R™" andx, p, is predicted using the assumed delay without uncertainty. Robust stability
is proven for time delays under certain upper bound and even for sooestaimties in the system
matrices. On the other hand observer stability was proven taking into adgotimthe control and
measurement delays in a non-uniform approach. Then the state is estimatgdhe following
structure:

Xob(k+1) = Axop(K) + Bu(k — h) + Lmr(Ys(k — Tsc) — CXob(k)) (1.40)

whereLyr is null if there is no measurement of the outputs. Then, the gain is selected Idt th
sampling as:

A =AY - LmrC (1.41)

Whereﬂﬁ is built according to the time delays.

1.5 Performance

In the selection of a suitable control structure for Networked Contraie8ys, some criteria must help
to select the more appropriate one. In a past Section the robustnesa eréex shown. Henceforth,

the performance of the entire structure is considered[_Ih [60] a thealrét@nework is presented

which allows the effect of time delays on the mechanical performance ofyiters (such as speed
of response, trajectory following error, etc.) to be precisely modeledl flzese models are used to
determine the optimal network architecture for the given control system.

The performance of a mechanical control system is defined by howisltise system tracking for a
given reference trajectory. In other words, given a desiredenter trajectory (t) for the system, the
performance is the difference between the actual system oytpuind the reference as Eq.(1.42)
shows. Then it is possible to define a function that quantify the perforendaegradation due to a
delay as Eq.[{1.43), whesg(t) is the system output in an ideal system without delay.

P=ly(t) —r®)l (1.42)

®(t) = [lyt) -y M)l (1.43)

The performance degradation functiah)(can be expanded using Taylor series and finally an expres-
sion composed of differential functions multiplied by the respective delaptaimed. Each of these
functions are called performance differential functions and they septehe performance degrada-
tion due to a unit time delay between nodesd j.

In [36], a study of performance degradation of the networked cosysiems is made in the presence
of time-varying delays. The complete scheme is composed by two steps. FedtollLyapunov
functions depending on the time-varying delays, greater diémk),xo}) are designed. Second, the
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control law, is chosen in order to obtain the minimal element among this clasmigsildle Lyapunov
functions. The upper bound is given by means of the The@iem 3 of tleidble, in which a level
of performance is guaranteed for any sequence of time-varying delays

1.6 Control Structure Design

The design of control structures and hence the implementations requia¢ésralmentioned items. A
supervisory structure for Networked Control Systems based on @ farroller is proposed i [37].
The fuzzy model describes the behavior of the plant (linear or nonfinising fuzzy groups based
on linear representations of the plant and their delays ag’Eql (1.44).

Type 1 rules if x;(Kk) is pjj then >§\'(k+ 1) = Ajx(K) + Bou(k) (1.44a)
Type 2 rules if 3(K) is v, then  (k+ 1) = Bru(k) (1.44b)

The supervisory control law is computed with Eq. (1.45)

if %i(K) is wij then §(k+1) = —K;jx(k), (1.45)

where the total control action is the sum of a nominal contribution computedoley glacement
(KX(k)) and the contribution of the fuzzy supervisor controllery R;K;x(k)). Figure [1.2) helps to
understand the controller structure. The supervisory level minimize tketefdf time delays due
to communications among agents in the network by considering a behavioibeesby the fuzzy
model.

Actuador Flant

-

Sensor

-
h 4

L@ Compirtitng Network @:

(k)
—
R (k)

.

Figure 1.2: Diagram of Supervisory Fuzzy Control System (Takem f2/7])

The design of a control structure can also be based on the MADB (SEcBpdescribed i [59]. They
propose a set of controllers that can be switched according to the MAE aystem governed by
a local supervisor. The control actions are generated by a main conwbiieh take into account the
system delays. This main controller also uses the control inputs genesatecabcontrollers with
models without delays. Figure(1.3) completes the description of the cotrtiotigre.
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Sensor measurement

remmemetiares- Mﬂin
Local supervisor Network .. mm m Controller
Reference signal
Syibch [[1,00: Packet

signal

— u,.
l [*
u, N
Actuator | Plant | Sensor
i Y

Figure 1.3: Hierarchical Controller Structure Based on MADB (Takemf{59])

Local controller |

\J

Local controller n

In [6], a controllerky with u = kgx is designed such that all subsystems have a common mode, based
on the lemmas and following the methodology suggested on this paper. This atidvenslate

the delayed system to a non-delayed one. Also the control design pbposhis work allows to
minimize the second moment decay rate, that is the classic criteria of the designtadl systems

for jump linear systems. However two questions arise from the work piessém this paper: how
many common modes are necessary for guarantee the minimal decay ratesexfahd moment, and
whether or not common eigenmodes are necessary and/or sufficiemiiorimal second moment
decay rate.

In [36] the control structure is defined by means of the Theddem 3. WithTtre®rem is guaranteed

a system performance and stability under any sequence of time-varyaygde

In [56] a predictive approach is used to tackle the time-varying delaytteisearlier. Then a state
prediction is calculated taking into account these delays:
i+ Tsc T
X(t; + Too-+ T2 = / £(x(1),u(T))dT + X(t) (1.46)
&

to solve an optimization problem to the future titse=t; + Tsc+ Tox, with tj the time-stamp associ-
ated with the measurement packet, and the other variables as stated before.

As it was mentioned, in_[10] a predictor-observer structure was usedei@ame the package loss
and time delays in the networked control system. These components aigecedss follows:

e The nonuniform observer receives non-uniform patterns assunaitaglass. Then, its work is
the reconstruction of the sent information to feed it to the controller in theatksine.

¢ Due to the network delay, data arrive to the observer delayed. Thefmechust eliminate this
influence.

Page 1541




HD-MPC ICT-223854 Literature survey and analysis regardingtiming and delay issues*

Chapter 2

Communication and Computational
Delay in MPC

2.1 Control over networks

The feedback control basis is the calculation of the manipulable variablg® afystem based on
the knowledge of the measurement of some system variables. The desagriedl law is typically
implemented in control systems which receive the system variables meastsermrded by the
sensors, calculate the control action to regulate the controlled variabliesia¢d values and send
it to the actuators, which manipulate the system inputs. Traditionally contr@regsuse dedicated
point-to-point wired communication links between a central control compuigrtize sensors and
actuators. This has motivated that most of the control systems has bégredasnder the assumption
of flawless communication links, namely, synchronized control and ntayelé measurements and
actuation.

Distributed control systems (DCS) is widely used in process control systems it was intro-
duces in the 70s. The control modules locally regulate the process varighle they are inter-
connected by means of a lossy and shared serial network. The pojgefIASIC chips and hence
electronic devices, has produced the development of control modelesgrs and actuators capable
to cope with smart tasks as well as to be connected to a shared networka$himtivated that shared
networks and networked smart sensors, actuators and controllen®sreommonly adopted in mod-
ern control systems. Among the most used serial networks, we can finoQer Area Network
(CAN), Profibus, Modbus, DeviceNet or Ethernet. These contrslesys are known as Networked
Control Systems (NCS).

Some of the reasons of the success of Networked Control Systems éoldiveng:

e Reduced cost of installation, reconfiguration and maintenance of theoteystem.
e Capability of distributed control systems.

e Flexibility of the control structure.

e Availability of sensor-actuator data

e Capability of plant management to prevent or deal with abnormal plant sitisatiore quickly
or effectively.

e Ability to improve the efficiency and reliability of the plant operation.
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In networked control systems, sensors, actuators and controllerasactstwork nodes which
transmit the data through the shared data network. Therefore, the conatimmizetwork becomes in
a dynamic system inserted in the feedback control loop. This makes theiar@lpetworked control
systems more complex since the effect of the network in the closed loop dysamst be taken into
account (See for instance the recent surveys [18, 58, 62] andfdremnces there in).

This fact is particularly relevant in the case of decentralized controhiqubs. These are based
on different control modules which share information to achieve the sarabipn of the whole plant.
The interconnected nature of this control structure is subject to the aligilabshared network, and
hence it can be intrinsically considered a networked control system.

2.2 Dynamic issues of Networked Control Systems

In order to analyze and design networked control systems, the effédet communication channels
in the control loop must be studied. These are now briefly presented:

2.2.1 Communication delay

When the information is transmitted through communication channels, the submitiedation does
not arrive the receiver immediately, but there are an elapsed time sincegbig snd the information
is available in the receiver node. The delay time may came from differentes®sauch as: the class of
network (the different layers that compounds the network, such astrsécal layer, etc) used for the
communication, the size of the network (this is typically classified into Local Aretavork (LAN)
or a Wide Area Network (WAN)) , etc.

In case of tele-operation or tele-control systems the distance betweepritreller and plant
nodes together with the physical layer determine the delay, where thedradsfay is dominant. In
case of local area networks, the network protocols, such as the medagssacontrol (MAC), affect
to the communication delay. For instance, depending on the chosen MAChia svery that this delay
may be constant, time-varying or even random. MAC protocols is divided imicctasses: random
access and scheduling. The most often used protocol in randons aates®rks, such as Ethernet for
instance, is the Carrier sense multiple access (CSMA). In this case theofighisy class of networks
is time-varying and random. Then, these networks are consideredatenwinistic and the worst-
case transmission time of packets is unbounded. If prioritized accesssislerad, the delay of higher
priority packets is better conditioned.

Token passing (TP) and time division multiple access (TDMA) are usuallgtadan scheduling
networks. The TP protocol is used for instance in token bus and tokgan@hitectures while TDMA
is used in FireWire . The access to the medium in Scheduling networks isngaviey an automaton
which is responsible to determine which node is allowed to transmit. Then the cdoation delay
is typically bounded and constant.

The communication delay can degrade the performance of control systehes dbntroller is
designed ignoring it and can even destabilize the system.

2.2.2 Dropping Network Packets

Packet dropouts happen when the data transmission fails and hence¢neitied information is lost.
Network packet drops may happen due to node failures or message osllisEmely transmission
errors in the physical layer (which is far more common in wireless than in wieddorks) or buffer
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overflows due to congestion. In tele-control systems data dropouts np@etdor instance when
packets with long transmission delays are discarded by the receiver dtbepnsidered as outdated.

In order to achieve a successful transmission of the data, most netvadok@ls adopt transmission-
retry mechanisms. However, these protocols only retransmit for a limited timelér ty avoid an
enlargement of the network traffic, which produces a data loss. Thistisydarly interesting in net-
worked control systems, where real-time data is sent, and if this is obsoledatdnés not relevant
and can be discarded.

For a networked control systems, this effect may make that the controliier shmes not receive
the sampled data for a period of time or what is worse, the actuator nodendbesceive the new
input to be applied to the plant. Notice that this issue can not be modeled as a nmation delay
previously reported, but typically is referred as unbounded or infirdtayd Therefore, data dropouts
can potentially degrade the closed-loop dynamics more heavily than the conatrmmidelay.

2.2.3 Otherissues

Although communication delays and packet dropouts are the most importactt @fthe network on
the control loop, there are other effects that can be considered intiherked control systems:

e Band-Limited Channels: communication network can only carry a finite amoy#aifets per
second. This imposes constraints that must be considered in the desigmefworked control
systems.

e Single or multiple packet transmission: depending of the class of netwodkiugige NCS, the
amount of data that can be sent in a packet is determined. If all the datarambeitted can
be compressed in one packet, then single-packet transmission is ustek @her hand, if the
data takes more than one packet to be transmitted, then multiple-packet tramsisissed. It
is clear that single-packet transmission is more reliable and the probabiliyafasses and the
expected communication delay is lower than in the multiple-packet case. Howaviiple-
packet transmission can be used also when the sources of the data tosbattead are several
nodes, as in the case of sensors or actuators distributed in a phys&al ar

e Sampling: the nodes in a networked control system are typically time-drivenili-in clocks.
The signal to be transmitted is sampled, coded and packed. Differens isgcle as commu-
nication delays (when they are small), decoding or multiple packet transmissika that the
sampling process be different to the sampling process of conventiomabcsystems

2.3 Model-based compensation of the dynamic effects of the network

As it was mentioned before, the communication network may induce delays iathérdnsfer from
the sensor of the plant to the controller (s-c delay) and from the conttoltbe actuator (c-a delay).
Delays may produce a reduction of closed-loop performance and ewstability. In order to deal
with the delay, two approaches can be considered: taking into accouti¢lénein the design of the
controller or considering control system devices and communication pistatned to compensate
the delay and make the network chanin@hsparentor the controller. In this section, some techniques
of the second method are reported.

The existing methods to compensate the delay are usually based on the avadéthibtiollowing
ingredients on the networked control system:

Page 18741 |




HD-MPC ICT-223854 Literature survey and analysis regardingtiming and delay issues*

e Time and Event-driven buffered actuators: these are smart actuagmable to store a number
of data packets in a buffer. Moreover they have an inner clock built-ime dctuator decide
when and which control action is applied according to a prescribed logidifieeoutput of an
automaton).

e Time-driven sensors: this samples the plant variables and periodicaliyrtiizthe measurement
data.

e Time-stamped data: each signal value (namely, measurements or contno pistitmpansmitted
together with the time when this value has been generated. This idea, firgilyspiin [[40],
plays a relevant role in the compensation techniques.

e Time-driven buffered controllers: these devices has the capability te past measurements
and control actions in buffers. Furthermore, it has an inner clock.

e Synchronization of control devices: in order to compensate the effechomunication delays,
it is important that the times stamped into the data packets by the sender is ¢ahidiehe
time of the inner clock of the receiver. This can be achieved by synidingrthe inner clocks
of each network node, namely, sensor nodes, actuator nodes atnolleomodes. Methods
to cope with the synchronization can be software, hardware or a comMraftiooth. One
common method to synchronize two nodes consists in a node sends a mesksageter node
and this answer back with its inner time. This information can be used to calcuéateré
offset. [62]. A similar method based on master-slave nodes are used]inlfdthe case of
Wide Area Networks, the synchronization of nodes is a very hard tagksHible.

The basic idea for the compensation of the communication delay is the well-kiegiwnique of
using a predictor to forecast the current state of the plant. So, the estistatied used as to calculate
de current control action as if the delay was not present. To this aim, isisreed that the real delay
of the signal is known (assumed constant or calculated from the time-starafg@d Then, from the
available (delayed) measurement and the control actions applied to thegulaftserver or Kalman
filter, can be used to estimate the delayed state. Based on this, the cutecastastimated by an
open-loop predictor.

Different approaches to the solution of this problem have been prdesmrding to the condi-
tions of the network (s-c delay, c-a delay or both, deterministic or rancetore of the delay, data
packet losses, noises, etc). It is remarkable the difference betweenunication delays and packet
losses: in the case of communication delays it is assumed that every data gaEuito the actuator is
applied if it is not received too late, while in the latter case it is not apparkithws the real control
action applied to the plant. Since the forecasting of the state requires to ka@&dlence of inputs
applied to the plant, this sequence of control inputs must be determined ortestioyehe controller
node.

A first approach to the compensation of network random delay has eposed in[[32]. This
paper states the basics of the delay compensation of both s-c and csluetagans of an observer
(or Kalman filter). They are assumed to vary randomly along the time but inasuely that the sum
of both delays is a known constant. The authors highlight that the cumulekey (this is called the
total Round Trip Timg suffices for the calculation of the predicted control action sent to thertu
To this aim, the history of the plant must be stored in the controller node. Nilsisah propose
in [40] a similar approach where the delays are assumed to be randonitivat known probability
distribution. The necessity of knowing the cumulated delay is removed by intiroglthe time-stamp
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technique and assuming synchronized clocks in the nodes. The Rapntime (RTT) is assumed
to be less than one sampling period. Stochastic control theory is usedve theriestimator and the
optimal control law.

Remarkably, Bemporad in][5] has proposed a network compensatorder, laut bounded, com-
munication delays and packet dropouts. The NCS is modeled as two noégdarth node (with
the sensor and actuator node) and the controller node. It is assuméldetipdant node has a smart
buffered actuator. Compensation is based on the open loop predictidhendlculation of the se-
quence of control inputs. This is packed and sent to the plant wheretiresdsin the buffer. In the
case that the delay is larger than the sampling period the actuator apply theeglidted action stored
in the buffer. In the case of packet dropout event, the actuator applgghcontrol action and send an
time-stamped error code to the controller node. The controller then updatssdbence of applied
control inputs, recalculates the sequence of control actions and sulenméwhsequence in an error
acknowledge packet, which makes that the actuator refresh the buiffiether submitted sequence.

In the excellent survey [62], the author summarize most of the topics on &@Sresents a
compensation method for varying delays in the case of full state measurantsmitput measurement
under the assumption that the total delay is lower than the sampling time.

In [54], communication delays are measured and compensated by meanspeialoop adaptive
estimator based on a CARIMA model. Time-stamped data technique is adoptétisarsdused to
synchronize the clocks built-in each node as proposed In [40]. Dakefsaeith the time at each node
are transmitted from controller to actuator and to the sensor and theseaathihe to the controller.
These are used to synchronize the clock based on a least-square estoh#tie read delay. Also
these are used by the controller to estimate the delay controller-actuataielByesensor-controller
are directly estimated from time-stamped data. The actuator is assumed to dredbuff order to
store predicted inputs to be applied in the case that the new control acti@dikater than sampling
instant.

A model-based compensation for nonlinear plants has been proposes] imgder the assump-
tion of unknown time-varying delays in the case that the synchronizatioreketwodes may be not
possible. The problem of packet dropouts are also dealt with by therautimathis case, the sensor
and actuator node are assumed to be a single node called plant nodelaiitheoge has a buffer
to store the sequence of predicted inputs to be applied to the plant. Thelleomoale has a buffer
to store the sequence of inputs successfully sent to the plant together witlirttent state of the
controller. This node is also equipped with a temporary buffer similar to theque one. Based on
the time-stamped data, the sensor-controller delay is determined in the comtooléeand the current
state estimated using the stored sequence of applied inputs. The futueecegticontrol inputs and
the future sequence of the controller state is calculated, stored in the teynpoffer and sent to the
plant together with the Round Trip Time considered for the calculation of tbaigiions. Once the
plant receives the data, the real RTT is calculated and it is checkedRT&as lower to the estimated
RTT. If so, the sequence of remaining inputs is updated. If not, the wiglgesice is discarded.

In order to cope with packet dropouts, Polushin and coworkers peojpo[46] to add a counter
to data packet which is updated each time the control input sequence tedipdghen the counter
value received from the plant differs from the value stored in the chatnoetwork, then this means
that the last data packet arrived successfully, and then the submitteelh®ecof inputs stored in the
temporary buffer is used to update the buffer of the applied inputs. Ifahe\of the counter remains
the same, then the update stage is not carried out.

In [53,/20] a model-based compensation technique based on the measuo¢the Round Trip
Time has been proposed. The networked control structure of the maslettbompensator is different
to the previous ones, since the network compensator is located in the pat(integrating the
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actuator node and the sensor node). In order to measure the Rouffdnieipthe plant send the state
of the plant in a time-stamped packet to the controller. The controller nodelai#s the sequence
of predicted inputs to be applied and packet the data together with the time stantpedeceived
packet from the plant. When the plant receives the packet from thieotlen the plant node measures
the RTT by substracting the current time to the stamped time. Notice that sinceuithd Rap Time is
measured in the plant node, no synchronization is required. In factptliennode is not a time-driven
node anymore, but an event-driven node: the controller node is oabtateto calculate the future
sequence of control inputs whenever the data packet with the state datitésoreceived. Clearly,
this requires an estimation of the horizon for the calculation of the predictpeseree of inputs.
The network compensator module in the plant node determines which is thetinpetapplied to
the plant according to the measured RTT, that is, which is the input of tleéveecsequence that
corresponds to the current sampling time. If the data packet from theodentarrives later than
the next sampling time, the compensator applies the corresponding inputanfiitedle sequence of
inputs. of synchronization.

A different procedure to compensate the effect of the network is negube network traffic. If
the rate of data packets to be transmitted is reduced (that is, the sampling timege@nlthen the
delay induced by communication network can be reduced making its effgbgib&e. In [39] the
authors study the effect of reducing the data transmission between 8w sede and the controller
node while it is assumed that no controller-actuator delay exists. Negesshsufficient conditions
to determine the maximum allowable transfer time which ensures closed loop statalgywan. If
the state is measured this is transmitted, but if the measurements are not the tategléhen the
sensor node estimates the estate of the plant by means of an observeas amddaht. Based on the
state received, the delay is compensated by means of an open-loop estBiraterthe controller is
a continuous-time system, this considers the real state when available arstirtieted state by an
open-loop model of the plant between samples.

Another method to compensate the effect of the network is based on tladiest-emart sensors.
The main objective of these sensor is to transmit the measurement whenisvisr riecessary to
maintain closed loop performance reducing the network traffic, and héecdelay. This topic is
thoroughly studied in the excellent survey paper [18].

2.4 Model Predictive Control for NCS

The design of controllers for networked control systems has been wstladyed, although still can
be considered an open issue. Among the different control technigatgsatbe been proposed (see the
survey papers [62, 18] and the references there in), one of thewrdmy used is the predictive con-
trol. This choice seems natural taking into account that the most sucicestfnique to compensate
the effect of the delay in the closed loop is by means of a predictor andatacua future sequence
of inputs. Predictive controllers provide these future sequencesrageoms of the controller.

Bemporad in[[5] proposes the predictive control as a suit choice fara@loover unreliable net-
works with communication delays and data dropouts. The plant is assumebbtalbe pre-stabilized
and the predictive control law is calculated as if the network was transpakenetwork compensa-
tion method is proposed which allows to use the predictive controller. Datsodtas tackled by
maintaining the last control input which is safe since the plant is locally stahilizedillustrative
example where a predictive reference governor is used.

In [54] a Generalized Predictive Control together with a model-based ensapion technique is
used. From the synchronization methodology, the controller-actuatoy defebe estimated, while
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the sensor-controller delay is read from the time-stamped data. From tlyedielseasurement, an
open-loop estimator based on the CARIMA model is used to calculate the sthteént. An adap-
tive multivariable Generalized Predictive Control (GPC) is used to calctiietpredicted sequence
of control inputs. The whole predicted sequence of control inputs amertritted to the buffered actu-
ator. This node reads the sequence and overwrite the old inputs. Tlesaptbpose a time-varying
prediction horizon for the GPC according to the estimated communication delagden to reduce
the size of the data packet and hence the network traffic.

The works[[53] and [20] propose predictive networked controléples using a different method
for the network compensation which is based on the measurement of thd RopTime delay. The
compensator is located in the plant node, where the RTT is measured frimeéhstamped data. The
state of the plant is assumed to be the past sequence of applied inputs awledeaitputs, which
acts as a (non-minimum) state of the plant. In the controller node is implemented av@EtCis
based on the plant data received from the plant node and calculategjtiense of predicted inputs
throughout a prediction horizon which is assumed to be larger than thélgossmmunication and
calculation delay. In[20] the proposed controller has been tested &y apglication of a control-lab
servo-motor system using Internet.

Millan and coworkers presents in [38] a networked predictive contrfidletommunication chan-
nels with possible data dropouts or largely delayed. It is also assumed ¢habtind Trip Time is
negligible w.r.t the sampling time. The nodes are assumed to be time-driven aadttia¢or and
controller nodes are assumed to be buffered. In order to know whicle isettuence of inputs suc-
cessfully applied on the plant under the eventual loss of packets, Miltapopes a protocol between
the actuator and the controller in such a way that the actuator sends apriugty acknowledgment
packet to the controller. This is assumed to arrive successfully within thelsey interval. Then
the control action is calculated for the forecasted state to compensate tl@kneffect. Moreover,
in order to reduce the network traffic, the controller sends the packgtdren the current control
sequence differs from the buffered in a certain threshold. Undetabéising design of the predictive
controller, networked closed-loop stability is derived from the nominal Ntit@rent robustness.

In [22], a Networked Control System based on Dynamic Matrix Contrél@) is studied. The
authors assume a hierarchical structure where the regulatory levatisdiodose to the plant while the
advanced control level is remote and connected to the regulatory levetags of a communication
network. The two nodes (plant and controller) are assumed to be synizéd and the communication
delay to be bounded by known constant. Moreover, the plant node draard buffered actuator that
stores the input packet and apply the input in such a way that the contotlextor delay appears as
constant. Then, robust analysis of the DMC is studied and sufficierlitstabnditions are provided.

In [45], a model predictive controller for uncertain nonlinear systenmsrobled using communi-
cation channels with time-varying delays and packet dropouts is presdddal/s are compensated
using the Polushin’s method and reconstruction of the sequence of appiigis in the controller
node is achieved by implementing a successful communication acknowledgnogémtol. The ro-
bust MPC formulation is based on nominal predictions and on the constraiternigg method to
ensure the robust constraint satisfaction [31]. The authors providertainty bounds under which
the controller ensures input-to-state stability of the networked closed-{@b@rs.

In [14,,/55] an event-driven networked Model Predictive ControP@) for constrained nonlinear
continuous-time system is proposed. Buffered smart (time-driven agmt-eviven) actuator, time-
driven sensor and event-driven control nodes are considerdlanf them have a synchronized
built-in clock. Communication delays are compensated by assuming knowrt-sager bound of the
Round Trip Time and adding a buffer in the actuator node that acts as &leadielay in order to
make the total delay constant and equal to the worst-case delay. This &dldkes controller node
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to determine the sequence of inputs that have really applied to the plant mtorc@mpensate the
communication delay by means of the open-loop predictor. The authorsgwalifferent methods to
deal with the case of data losses. [Inl[14], a called prediction-consysteethod is proposed. This
method assumes that the discrepancy between the sequence of inpeitadbinffthe controller and
the sequence of input really applied on the plant may differ within a certantdy. If this is small
enough, closed-loop stability is ensured.[In/[55], the high-priority askedgment packet method is
considered.

2.5 Computational Delay in MPC

In the process industry, the demand for large-scale NMPC applicaticesl tlwmn detailed dynamic
process models increases, since NMPC promises an improved produtiiceney on increasingly
competitive markets with less margins. Consequently, the computational timeeetusolve those
large-scale dynamic optimization problems is often significant. If the solution timetisxplicitly
considered in the NMPC schemes, a delay between the application of thel ¢cmajectory and the
current state information emerges. This causes a decrease in comtooi@ace. In this report, the
best control performance is defined as the optimal closed-loop contiorespect to the objective
function defined in the optimization problem. For example, the optimal closeddoopol is the
control that minimizes the deviation of the state trajectory from a given set-pgdote that the best
control performance is not necessarily achieved by the fastest elogpdontrol, since computational
delay is considered in this work. At worst, the stability of the closed-lootesy$s endangered. This
can already occur if the computational delay exceeds a fraction of tiedaespling period (cf.[[13]).
Hence, fast updating schemes such as explicit NMPC, Neighboringriaittépdates, Newton-type
methods and NLP sensitivity-based controllers (cf] [61]) are appliedhdre based on off-line state
information, sensitivity information and disturbance rejection mechanismecésgely. In this re-
port, explicit NMPC is not further considered because it is not suitablafge-scale problems. The
computational delay for the other aforementioned schemes is small, and gotwdl performance
is achieved for several horizons succeeding a nominal solution. Howiéthe deviation from the
optimal trajectory becomes too big, the optimal control problem is again sokgéaiing computa-
tional delay. There are just few schemes considering the computatidagliddénear MPC or NMPC
(cf. [9] and [13]). In [13], the control trajectory of the precedingrizon is implemented during the
maximal solution time, i.e. until an optimal solution for the current horizon is fodrftte maximal
solution time required for obtaining the optimal solution is assumed to be knows |egs to a re-
duced amount of controls which can be adjusted during optimization and thdgghnees of freedom
for the optimal control problem diminishes. The disadvantage of thesensshis, however, that the
trade-off between the increasing solution accuracy and the reductaegoées of freedom for every
additional iteration made is not addresséd. [1] presents a generaifoakhat monitors the optimal
control updating period, i.e. how many additional iterations lead to the basbtperformance.

In sectiorl 2B, two additional fast-updating schemes are presentedytmecad-step NMPC con-
troller by [61] and the real-time iteration scheme byl[11]. Hereafter, anoagh considering compu-
tational delay is described in detail (cf._[13]).

2.6 Efficient Schemes for On-line Optimal Control

Neighboring Extremal Updates ([57]): The Neighboring Extremal Updates (NEU) algorithm is an
efficient and fast scheme for on-line optimal control. The new contri@dtary is obtained almost
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instantaneously for the successive horizon with negligible computatiofuat.efhis is due to the
fact that the relevant sensitivities and second-order derivativeighvare used for the NEU of the
next horizon, are already computed during the current horizon., The€omputation is split up into
a longer preparation phase on the current horizon and a fast upgdu#sg in which an extended
QP is solved after the new perturbed parametric uncertainties are avaiaditethe advanced-step
NMPC controller and the real-time iteration scheme are similar to the NEU algoritoaube they
are also divided in a long preparation phase and a fast updating pivesdering model mismatch as
an uncertainty in the initial conditions.

The advanced-step NMPC controller ([61]): Starting from a nominal control trajectory, the
advanced-step NMPC controller approximates the controls of the neiohoin a fast updating
phase via a tangential predictor containing the new initial states as uncegaifiie advanced-step
controller guarantees that the approximated control trajectory is compaed bn an optimal control
trajectory. This is achieved because the approximated control vector ismmapled on the successive
horizon while the controls are iterated to convergence in the preparatase pliAn optimal control
trajectory is known at the end of each horizon. Hence, the assumptida hekl that the preparation
phase is smaller or equal to the sampling time. In the next updating phase,ntihelcare again
determined by a tangential predictor, because the optimal solution of th@tasiris known. In this
way, the scheme yields fast updates as well as good control perfoeraamoe the optimal solution is
computed for every horizon. Note that the approximated control trajestodmputed by the NEU
algorithm, however, are first iterated until the optimality criteria are fulfilledted implemented on
the successive horizon. A drawback of the advanced-step NMPi@btenis that the scheme cannot
be applied if the time needed to determine the optimal control trajectory is longetitbaampling
time.

The real-time iteration scheme ([11]):In the real-time iteration scheme, an SQP-type iteration
is performed from one horizon to the next. A tangential predictor basékeoso called Initial Value
Embedding is included in the SQP-type iteration. The parametric uncertaintiesgyain the initial
values like for the advanced-step controller. In general, the real-timéidtescheme also resembles
the NEU algorithm and the advanced-step NMPC controller, though thexpmted controls are
neither improved by further QP iterations nor iterated to convergence. ©hasis of the current
approximated control vector, the next control trajectory is computed.céjeteviations from the
optimal trajectory can arise for strong perturbations or for error gagans over many horizons.

2.7 MPC Scheme for Considering Computational Delay

An NMPC scheme considering computational delay is presentédlin [13{teit@s the results of [9],
which is one of few works on computational delay. The main idea of this agprcs to apply the
controls which are optimized on the previous horizon during the maximum solitend® of the
optimal control problem on the current horizon. Hence, these implement#dots are no longer
available as degrees of freedom for optimization and fixed on the curoeizon.
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The open-loop optimal control problem formulated(in/[13] is equivalent to

Lrjn(itr; d(x(t),ul (t),t),t]) (2.1a)

st. 0= f(xi(t),xI(t),ul(t),d(t),8,t) Vtell (2.1b)
yit) =sx(t),ul(t),d(t),0,t) wtell (2.1c)

Xth=% wtell (2.1d)
0>h(x(t),ul(t),y' (1)) vtell (2.1e)

0>e(X(t}) vtel (2.1f)

|i=[tg,t§}, tg=t1yA, j=0,1,..J (2.1q)

Here, sampled-data NMPC is considered, i.e. the open-loop optimal canttolem is solved at
discretized time instants. The so-called recalculation time is givedjfbyth —1j. Hereby, the
length of the recalculation time is not fixed, but it is dependent on the disedgpiaints in timet;j.
andt;. Two important assumptions are made. Firstly, the smallest recalculation timeeistlaag the
maximum solution timegy,;, > 6°. In this way, it is ensured that an optimal solution can be found
before the next optimization starts. Note that the new optimization starts at theenalgulation
instantt;.; and not at the next sampling instant. Generally, the sampling time is significantiigsma
than the recalculation time. According fo [13], the optimal control trajectorigchvis applied to the
system during the recalculation time can be approximated by a sample and lralasstaSecondly,
the horizon Iengtﬁ'd is assumed to be sufficiently long in order to guarantee that controls alebéea
also during the maximum solution time on the next horiZi> &+ 6C.

In order to compute the optimized trajectory for fixed controls in the maximum soltitice
0¢, the degrees of freedom of equation]2.1 are reduced. This is achievedding the additional
constraint

u(t)=ubr @Y e [té,té+6c> ctell (2.2)

whereugJlot is the optimized control trajectory of horizon j. Hence, the optimal contrablera is
given by

min O(x(t), ul(t),1),t)) (2.3a)
ul(t
st. 0= f(x(t),x (t),u(t),d(t),8,t) Vtell (2.3b)
yl(t) =s(d(t),ul(t),d)(t),0,t) vtell (2.3c)
x‘(é):ﬁl viell (2.3d)
u(n) =u ity re [tg,tg+56),te|i—1 (2.3€)
0=h(X(t),u(t),y (1) Wtel (2.3f)
0>e((t)) vtell (2.3g)
wherel) = [té,t‘}, ij = tf; —té andt! = tI=1 4 At. This system of equations yields an effective

algorithm considering computational delay in NMPC.
It shall be mentioned thalt [13] also established stability conditions in ordendoagtee the sta-
bility of the closed-loop system.
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Chapter 3

Robust MPC for delayed systems

3.1 Introduction

Among the advantages that predictive controllers exhibit, its capability toa@ystems with long
dead-time is one of the most interesting [7]. The predictive nature of thieatien makes that the
effect of the delay be compensated by the prediction. In effect, onoattimller receives the delayed
measure of the system, the predicted trajectory can be calculated basegoadilstion model. Hence
the predicted sequence of inputs that minimizes the cost of the predicteddrajean be calculated
as it is done in the case that the plant does not exhibit delay.

Consider that the system exhibits a delaydodamples, then the predicted fistvalues of the
predicted trajectory do not depend on the predicted control input, batade of the system and the
past inputs. This implies that the cost function to minimize must only consider éukcped tracking
error fromd + 1 to N. This can be interpreted as an standard MPC without delay which corprdl in
is calculated for the predicted state for the current time. That is, the MP@xfayed systems can be
posed as a MPC controller for the plant without delay plus a predictor iesseBeel[[7, Section 4.9]
for a more detailed explanation of this property.

The best-known predictive controllers such as DMC, GPC, etc. incatg®the delay compensa-
tion. However, the main concern of this natural delay compensation of MBt@ isensibility of the
approach to uncertainties in the model system as well as in the modeled detaglet to cope with
this problem, several solutions have been proposed.

A well-known robust MPC based on the solution of an optimization problem witkdr Matrix
Inequality constraints has been proposed in [27]. In this case, it isn@skthat the uncertain system
can be modeled by a Linear Difference Inclusion and it is subject to @nistr A robust receding
horizon optimal controller for the constrained uncertain system is prdpoBhis is also extended
to the case of uncertain systems with fixed and known delays in the input aad $tathis aim,
an extended state-space model is considered, which allows to use tedym®design proposed for
systems without delays.

In [33], a predictive controller for linear systems with delays distributed énitiput signals and
in the output signals is presented. Moreover, each signal may exhibfegedif delay. This work is
motivated by the effect of communication channels on the signals. The ayttoppose a steady-state
Kalman predictor to compensate the output delay while the input delay is cosgiidethe controller
design by means of an extended state-space formulation. Robustnesspobplosed controller is
studied and filtered predictions are proposed to improve the closed-lboptness.

In [28] a predictive control formulation for delayed continuous-time lingatesms is presented.
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Closed-loop stability is derived by adding a new term to the standard austidn which penalize the
integral error of the trajectory of a terminal period of time of length equal éodiglay. The authors
provide also LMI conditions for the design of the controller. This method imgs@ receding-horizon
controller for delayed systems proposed by the authors In [29] whergt &mction without weighting
on the state is used and closed-loop stability is not ensured by construmtohmust be checked
a-posteriori.

The Kothare’s predictive control has been extended to the case dbpmyuncertain systems
with bounded time-varying delays in [23]. The proposed controller censidht input is constrained
and moreover closed-loop stability is ensured under feasibility of the optimizatablem. In[[21]
presents a robust MPC for input constrained linear systems with time-galpginnded delay. The
LMI-based robust MPC proposed in]27] is extended to cope with thisleno thanks to a proposed
method to enclose the uncertain system in a Linear Difference Inclusioelaf dependent predictive
control based on Kothare’s for the case of uncertain linear systems withstant delay has been
proposed in[[51]. The authors claim that the delay-dependence oblilt@os allows to achieve less
conservative controllers.

Another interesting approach to the design of robust predictive consdtiedelayed systems is
based on the predictor-structure of the controller. As it is demonstratdd jiChapter 9], predictive
controllers has the same inner structure that the dead-time compensatay. (NEG stability and
robustness of predictive controllers in presence of delays can biedtusing the theory of DTC. It
is remarkable that this approach is particularly interesting in the case of metvoontrol systems
where the network compensators also exhibit the structure of DTC.

As shown in[[43] for generalized predictive controller (GPC) and ir] fdddynamic matrix con-
troller (DMC), MPC strategies may be very sensitive to dead-time uncertditageover, robustness
can be related to MPC algorithm predictor structures used to compute the pugplictions up to
the dead time. To overcome the robust tuning limitations, it was proposed a rddg@dfi€ algorithm
based on the filtered Smith predictor called SPGPC[[43, 44]. Initially, the multitinmulti-output
(MIMO) SPGPC version, which was presentedlinl [44], could be appliettdrol open loop stable
process. Later on, it was shown in [41] that this approach can bededen control unstable MIMO
processes using a general formulation called DTC-GPC.

In the following sections, robust MPC for delayed systems based ondilpeeglictions are briefly
presented. This is based on the results of the papér [50], where tleasehiave been extended to the
standard stabilizing MPC with terminal conditiohs|[34]. A more detailed expositiothis topic can
be found in[[41].

3.2 Multivariable discrete model description
In this work, it is considered a MIMO process modeled by
y(k) =P(z Hu(k)

whereu(k) € RW*1 is the input vectory(k) € R*! is the output vectorP(z™ ) is composed by
ny x ny SISO transfer functions ard is the backward shift operator. Each transfer function can be
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expressed as
z i (zt
izt =z IED
aij(z1)

~1ph . (71
e ait?izl) ) =z %z Y

whered;; is the dead-time of the transfer function betweenjtheput and the-output;d; = _nzin dij
J=1..ny
anda;(z 1) is the least common multiple af; (z 1) for j = 1...n,.
This representation is interesting becangéndependent auto-regressive models can be defined

as
ZD., Duj(k—di— 1) + aék) (3.1)

whereg (k) is a noise signal anfl = 1 — z~* by definition.

However, in order to use the benefits of the standard stable MPC formutabposed in[[34], a
non-minimal state-space representation can be used to derive the MBP@al zom

In the proposed dead-time process formulation, it is necessary to pttegligtocess output after
the dead-time only. Thus, the predicted output vector is defined as

y(k+d[k) = [ya(k-+ d]K) y2(k+da|K) ... Yny(K+ dnylK)]T

whered, d; ... dny are the effective delay of each output. If the noise is not considerisagtoint,
the regressive model can be rewritten in terms of a difference equatfoticass

y(k+d|k) = ZA.y (k+d—1) +ZBmUk m)

whereA € RY*"W andB,,, € R™*", It should be noticed that each regressive model has a ardgr (
in order thatha= max(ng), i = 1,...,ny. Hence, the predicted output realigned form the states will
be

x(K-+d[k) = [x,(k+d[K)T Xau(k+d[k)T]"
where

y(k+dlK
k—1+dk
wikrdi = | TN oy
| y(k—na+d|K)

Au(k—1)

Au(k—2
XAu(k—I—d|k) _ ( | ) c R(nb—1)nu

| Au(k—nb+1)

This state partition is convenient in order to separate the predicted outfmst &g from past control
signal onesXy,). Finally, including the integral action to consider the disturbance modelef th
CARIMA representatiof 311, the nominal state-space model becomes

X(k+ 1+ d|k) = Ax(k+d|K) + BAu(k),

y(k+d|K) = Cx(k+d|K) (3.2)
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with

O
I

[ A B,
y A ]e=] %] e
Iny—Al Al—A ... Aia1—Ana Ana
Iny 0 DRy O 0
0 lny . 0 o |
0 0 Iny 0
B2 Bnb-1 Bnb B;
0 0 0 0
. ) BAU:
0 0 0 0
[y O .. 0],Cau=[0 0 0],
0 0O O Inu
Inu 0O 0| _ 0
=
0O ... Il O 0

Observe that the matricédsandC are partitioned iy, Ay, Cay andCy. Each block can be identified
by its dimension where:

Ap, € R(na+1)nyx(nbfl)nu’ Ay e R(na+1)nyx(na+l)ny7

Bay € R(na—s—l)nyxnu’ Cy € Rnyx(na—s—l}ny’

Chu € Rnyx(nb—l)nu’ | € R(nb—l)nux(nb—l)nu

9

Te R(nbfl)nux nu

3.3 State-space MPC formulation for delayed systems

Consider that the output referencg (k)) is constant over the prediction horizon in order that the
complete future state reference is

with

wk+i[K) = [wy(K+ik)" wau(k+ilk)T]"

wy(K+ilk) =[yr(K) yr(K) ... v (k) ]" € RO*;
Wau(k+ilk) =[00...0]" e R~y

Moreover, it is considered step-like reference changes applied idysgtate in such way that(k +
i|k) is fixed during a sufficient large period.
The proposed MPC cost functidris

N+d-1

J= g
=071

N-1
[y (k1K) — y(k+ K5, + > 18u(k+i[k) |

+ |w(k+N+d[K)) —x(k+N-+d|k)||3 (3.3)

INorm notation:||-|% = (-)TX(-)
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whereN is the prediction and control horizoQgs > 0 is the error weightingR > 0 is the control
weighting and® > 0 is a terminal weightingN, Qs andR are tuning parameters aRdnust be used in
order to guarantee stability. Note that, because of the process dead-#rfiestthoint in the horizon

isd+ 1 [41].

The Eq. [3:8) function can be written in a vectorial form as follows
="K -2 K] 27K -2 K)]+%K R K) (3.4)
where7 (k), 2" (k) and# (k) are

% (k) = [Au(klK) T Au(k+ 1K) ... Au(k+N—1]k)T]T,
2 (K) = [x(k+d+ 1K) x(k+d+2[k)" ... x(k+d+N[K)]T,
W (K) = (w(k+d+ 1K) wk+d+2K)" ... w(k+d+NJk)T]T

and the augmented weightings matrices are

2 =diag[C"QsC,CTQ;sC,...,CTQsC,P),
R =diagRR,...,R).

Now, as the predicted states and the predicted output can be directly telatéd- d|k) by

2 (k) = ox(k+d|k) + B (k) (3.5)
where
A B 0 .. 0
A2 AB B .. 0
o = : , B = : : R
A'N AN;lB ANLZB é

it is possible to rewrite Eq.[(3.4) as a functionxdk + d|k), % (k) and 2" (k). In this case, by
replacing Eq.[(3)5) in Eq[(3.4) it is obtained

J= %%(k)TH?/(k) +b (k) + fo

with
H=2[%"2%+R|
b= —-2[#T"2%—x(k+dk) "o 2]
fo=[# —a/x(k+d|K)]" 2[# — o/x(k+d|K)].
As consequence, the optimal control signal is obtained by

d\] 1T
—T *— _H — - Z )
5 =0=% b =7 [W — .7 (3.6)

where

H =B 2B +R 1B 2"
F = adx(k+d[K).
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Finally, due to the receding horizon principle, the control signal should be

Au(k)=[11..11/00..00] % (k).
Ny (N—=1)xn,

It is important to notice that: (i = «7x(k+ d|k) is the free response in terms of the state-space
representation and
(i) x(k + dlk), which is composed by yk + dk) until
y(k—na+ d|k) andAu(k— 1) until Au(k—nb+ 1), will be multiplied by the gain’ <.

3.4 Nominal stability

As itis well-known in MPC if the terminal cost function is appropriately chg$lke@n nominal stability
is guaranteed [34]. This allows to use the filtered Smith predictor structumerputex(k-+d|k) with
the aim of providing robustness to the predictive controller.

Theorem. 1 Consider the matriced, B andC of the augmented state-space representation and the
tuning matrices R> 0 and Qs > O used in Eq.[313. Let the gain K and the semi-positive definite
matrix P obtained such that

(A+BK)"P(A +BK) —P+KTRK+CTQsC = 0. (3.7)

If there is a solution for this Ricatti equation in order that P is the terminal weightised in Eq.
(3.3), then the MPC control law nominally stabilizes the system represent@iZdy

Remark. 1 If P = CTQ;sC, the proposed formulation turns into the DTCGPC presented in [41] be-
cause y is the same cost function as the DTCGPC one.

3.5 Prediction up tok+d and robustness

Using the previous results, it is already known that the nominal closed ysters is stable. For the
robustness analysis, it is interesting to derive a block diagram repagiserof the controller structure.
The predictor structure is analyzed first.

By considering that (k+i|k) =0, i > 1, it is possible to obtaity(k + d|k) recursively from
Eq. (3.1). This approach, used in the GPC strategy, is called optimal fmedit order to improve
robustness by filtering the predicted output, it is proposed to use a filtemil fredictor formulation.
This predictor structure is presented in Fig13.1 whier&z) is a diagonal filter (diad, (z)], i =
1,..,ny) andGy(z) is the nominal transfer function without the effective dead tii (f the process
is unstable or integrativef, (z) should be obtained in order th&z) = G,(z) — F(z)Pn(2) does
not have unstable poles as discussed in [41]. The stabili§(z)fis necessary to guarantee internal
stability of the predictor.

Now, to complete the block diagram, it is computed the control action as a furadtidit + d|k)
andwy(k+d+N|k). As it was already pointed out(k+ d|k) is composed by(k+d|k), ....,y(k+
d —nak) andAu(k—1),....,Au(k—1—nb). As consequence, the optimal unconstrained control law
(see Eq.[(316)) can be expressed by

Au(k) =Lw(z Hwy(k+d+NJk) — Ly(z Hau(k—1)
—Ly(zY)y(k+d[k) (3.8)
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wy(k+d -+ NJk)

Figure 3.1: Complete control structure diagram

or simply
u(k) = F(z Hwy(k+d +NJk) — C(z Hy(k+d|k)

whereF(z'1) = (1+z Y (1 +Ly(z 1) ILw(z Y andC(zl) = L+ z H(1 +Lu(z 1) Ly(z7D).
The complete control scheme in terms of transfer function is presented if3Eig. An important
advantage of this formulation comes from the fact that it is possible to estalykdationship between
Fr (z) and robustness as it is going to be analyzed in the following.

3.6 Robustness analysis

The robustness filter should be used to obtain a compromise between edsuatrd disturbance
rejection. As presented in[44], itis possible either to perform an analgigaoach or to use intuition
as usually done in industrial practice.

3.6.1 Tuning filter using an unstructured uncertainty model

In this report it is used an additive unstructured description of the taingr is considered in such
way that the real plar® is in a vicinity of the nominal plan®,, that is

P(z) = Pn(z) + 0P(2).
In generaldP(z) can be written as [52]
OP(2) = W3 (2)A(2)W1(2), 0(A(2)) < 1, Vw € (0, 11/Ts)

where for this cas@é(z) is a full matrix, g(X) denotes the maximum singular valueXf Ts is the
sampling period anw/(z) andW,(z) are two stable matrix transfer function that characterize spatial
and frequency structure of the uncertainty.

The characteristic equation in the presence of uncertainty is

defl +C(Gp + FW2A(2)W1)] = 0.
Using that

defl + C(Gn +FW2A(2)W1)] =
def(I + CGp)]detl + (I +CGp) 1CF,W,A(2)W1)]
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A4
<
N

Figure 3.2: Modified plant for robustness analysis

where defl + CGn| is the nominal characteristic equation which has stable poles only. In this case
a new equivalent plant for robustness analysis is presented in[Fig. &M = —W;C(l +
CGn)~F,W, = —WMoF, W, is the equivalent plant.

Thus, assuming (A(z)) < 1, it can be concluded that if

o(M(e®)) <1, Vwe [0,1/T4,
robust stability is guaranteeld [52]. It is also possible to state that
a(M) < a(Mo)a(Fr)a(W1).0(Wo) (3.9)
In order words, the robustness filter must be chosen in order to verify

1
a(W1(e1?))a(W2(e?))a(Mo(el?))

a(Fe(e1?)) < (3.10)

Vw e [0, 11/T|.

3.6.2 Tuning filter in industrial practice

One of the most important problems in practice is the derivation of simple rulesahae used by
operators to tune the multivariable controller. In general, it is very diffiouthodel the uncertainties
in industrial processes, but it is possible to increase robustnessumimgdhe singular value d¥, (2)
as can be verifies from E4._(3.9). A key aspect is that the singular valggz) is determined by the
magnitude off; (z) becausé~, is diagonal transfer function. Thus, thg SISO filters i (z)) can be
directly tuned as suggested in [42].

Itis important to remark that this approach is useful because the robadiiter tuning parameters
can be defined to have provide an intuitive interpretation. For instances frticess is stable, it is
possible to choose a second order low pass filter for each output inrthe fo

1-6 1°
—1\ i
fi(z7) = [1—[12"1} (3.11)
wheref; is the robustness tuning parameter. It can be readily verified froni Ed])(@at it is possible
to increase robustness by using a greater valy® @n the other hand, the greater is the valug pf
the greater is the filtering action and the slower is the disturbance rejectjmmses
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3.7 Simulation Example

To illustrate the properties of the MPC with predictions based on a filtered Sneitticpor, this will
be applied to the following MIMO delayed system. In this case, the nature ofldlay may be
communication delay as well as the inner delay of the plant.
902 -0 10016
(2.57s+1)2e 1 25+1° -
G(S) = )
0.495 e—921S 6.34 e—922$
42s+1 72s+1
Due to the random nature of the communication network, the delays are asgubeewithin the
following ranges:

4.10< 011 <45, 5<6,,<6.8
5.50< 6,; < 6.6, 4.3< 6,,<53.

and the nominal dead times were chosen t@Qg = 4.3, 612, = 5.9, 61, = 6 and By, = 4.8. The
dead-time free model has a Right Half-Plane Zero which may cause instatdity problems. All
simulations were performed with the same weighting mati@gs- |, R= 0.1diag9.02?,6.34?] and
sampling periodis = 0.1s.

The first simulation, presented in Fig. 8.3, is used to illustrate that the state-BF&CMPC and
the DTCGPC nominal set-point tracking performances can be similarly gdbd.simulation test
consist of two step changes with amplitude 100 and 10 for outputs 1 ang@ctaely. In these
simulations it was usel = 50 (prediction horizon) anbll, = 20 (control horizon) for the DTCGPC
andN = N, = 20 for the DTCMPC. From Fig[_3.3 it can be observed that the DTCMPCtlaad
DTCGPC output responses are similar despite the fact that it was usedietion horizon more than
two times greater in the DTCGPC case. Moreover, if it is tried toNise N, = 20 in the DTCGPC
strategy, the output response is unstable as shown in[Ei§). 3.4. This lerisédavior is a typical
situation where the prediction horizon was not appropriately chosen totarRHPZ [15].

The increase in the robustness is provided by the fite) are illustrated in Figs.3]5 and 8.6. In
both cases, the real dead-time was set to be their maximum véyes-(4.5, 615 = 6.8, 6,1, = 6.6
andB» = 5.3) and two input disturbanceg (t) = [-10 0T andqy(t) = [0 — 1]T were added at 150
and 220 seconds respectively. By considering the filter presented i@Hq), the case without filter
(B1 = B2 =0) is presented in Fig._3.5 and the responses obtaineH fay with 31 = 3, = 0.9 are
shown in Fig[(3.6. The output response for the case iite 3, = 0 is unstable due to the dead-time
estimation error. On the other hand the correct tuning aflows to obtain a stable behavior as shown

in Fig.[3.6.
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Figure 3.5: Output response and control signal for the DTCMPC @itk 3, = 0: nominal case
(solid) and real case (dashed).
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Figure 3.6: Output response and control signal for the DTCMPC gtk 3, = 0.9: nominal case
(solid) and real case (dashed).
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