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Executive Summary

In this report, timing and delay related approaches are implemented to three sasplstudies:
four-tank process, a laboratory heater process, and irrigatiomelgriThe approaches explicit
deal with timing and delay issues, and to compute the control actions a cemtralaoel predic
tive controller (MPC), a robust MPC, and a distributed controller arel usecording to the mo
suitable scheme for each case study. The report is divided as follows:

In Chapter 1 a synopsis of the report is presented, where the main afthisubsequent chaptefs
can be found, as well as their importance for HD-MPC as a whole.

In Chapter 2, an approach to deal with the loss of performance whenireeznts have a del
due to communication over networks is presented. The delay is allowed toardpmly, an
the estimation of the states is obtained by using a moving horizon estimator (MHE)awi#ile
structure. A centralized model predictive controller (MPC) is used to coertpe control actiong
The resulting pair MHE-MPC is tested using the four-tank process, anditfgation results
show a good performance of the approach.
In Chapter 3, the explicit compensation effect is discussed in a robagxto The conditions
to guarantee robust stability and robust constraint satisfaction, in tisergre of additive state
disturbances, are presented. A robust tube MPC is applied to guathagseconditions and
first-order plus dead-time (FOPDT) model is considered to take sometadesrof the proposef
explicit compensation MPC scheme. Finally the experimental case study uaeldbsratory|
heater process, and some properties of the proposed algorithm aresgidc

Lastly, in Chapter 4, a distributed control scheme that inherits the intercbonestructure of g
string of pools with distant-downstream control is studied. It is shown tlegittiernal time-delay
for water transport from upstream to downstream not only limits the loaatraloperformancg
of regulating water-levels at set-points and rejecting off-take distugsaimceach pool, but alsp
impacts the global performance of managing the water-level error patipagand attenuating t
amplification of control actions in the upstream direction. The decoupling terthe distribute
controller helps to improve global closed-loop performance by decigg#sinow-frequency gai
of the closed-loop coupling. Moreover, they compensate for the infeuefihe time-delay by im
posing extra phase lead-lag compensation in the mid-frequency range doskd-loop couplin
function.
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Chapter 1

Synopsis of the Report

1.1 Introduction

When a control system is implemented in a hierarchical or in a distributed fashiih multiple pro-
cessors communicating over a network, both the communication delays &sgawith the network
and the computation delays associated with the processing time can degradefohmance of the
system. In this case, the performance of the system may depend not dihly performance of the
individual components but also on their interaction and cooperation, MB¢cent literature survey
and analysis regarding timing and delay issues can be found in [23].

In this report, timing and delay related approaches are implemented to three sasplstudies.
The approaches explicitly deal with timing and delay issues, and to computentelcactions in
Chapter 2 a centralized model predictive controller (MPC) is used to danfour-tank process, in
Chapter 3 arobust MPC to control a laboratory heater process, artpte? 4 a distributed controller
forirrigation channels.

The aim of this first chapter is to provide to the reader an insight of the msuttseof this report.
The interested reader can then find more details in the subsequent shapter

1.2 Variable delay compensation using moving horizon estimation in
model predictive control schemes

When measurements are transmitted from networked sensors to the cgsteal sising communica-
tion networks a variable transport delay appears due to communicatiolem®buch as: congestion,
noisy environments, error correction sequences, variable routing,tth These delays can cause
deterioration of the performance of the control system. In some caseswviéable communication
paths can cause that data measured at time insianmeceived after the data measured at tkred
whered > 0, meaning that data arrives to the controller not only with delay but also dmaarrect
sequence.

Dealing with such challenging situation demands the use of a state obsgyabtecaf accommo-
dating large data sequences received at a non-regular basis inmestimate correctly the states in
spite of the delays. The only observer strategy with a natural capabilitgtmanodate such irregular
sampling is the Moving Horizon Estimation (MHE) observer. The MHE is a welivkmmodel-based
technique that performs a nonlinear optimization in order to estimate the statessyktiems taking
into account the physical constraints on the states, measurements, asd1dp@9, 35].

Page 5/57 |




HD-MPC ICT-223854 Implementation of timing and delay related approaches to simple case studie}s

In order to deal with the variable transport delay conditions, in Chaptes prapose the use of
MHE to estimate the states with the available data organized in stacks while updatsigtihcovari-
ance matrix penalizing only the estimation errors for the available data. De$flite advantages of
the MHE, if the delay on the measurements is not properly handled, thempearioe of the estima-
tion may fall. Consequently, a procedure to handle the delays in this typéobéss is developed.
As a simple case study, in order to verify the proposed methodology, aupladank process is
considered. In the simulations, the performance of a pair MHE-MPC is &ealwith and without
the new proposed MHE with variable structure procedure to tackle thdgmnotf the delay in the
measurements of the states.

Assume that a linear model can be derived from the linearization of a nearllarge-scale sys-
tem, around each operating point. The linear model is given by:

R(k+ 1) = A(K)IX(K) + B(K)u(K) + G(K)w(K)

9(k) = COR(K) + V(K ¢y
wherex(k) € R" andw(k) € R" are the linearized state and uncertainty respectivgk), € RP is the
linearized measurement noise, arill) € R™ denotes the system input. Moreover, these variables are
constrained as shown in (2.2). Thus, the estimation of the whole state camhgdted as an MHE
problem as follows:

Op= min P (xo, {w;} ) (1.2)

k-1
%0, {W;}{—p

with Xo being the initial state. The problem is subject to the following constraints:
XjeXforj=0,....k,kwje Wfor j=0,..., k-1,

and the cost function is:

T-1
O (Xr_n; (Wi o) = ku N Ily(k) =9 1§+ W) Iz (1.3)

whereN is the horizon of the MHE. In the context considered here, it is necessarake a correction
to the traditional MHE scheme in order to assure that the estimator calculatggptiopi@ate value of
the states when the measurements are delayed. With this purpose, a \fathiarielE is proposed.

Let y(k) denote the sequence of available measurements at timek.stept d(k) denote the
sequence containing the delay associated with each measurenjgot ifhe sequencgk) may not
contain all the measurements on the window of the MHE because some datzohgetarrived due
the delay, or may not arrive at all.

Assume that the delay of each measurement belongirygkiois known and is randomly dis-
tributed. With the sequence of delays it is possible to neglect some terms afghfiaction, since
there is no data available to compare the estimated and the measured value. V¥ifipthech the
MHE problem becomes a variable structure problem, in which the length oétheeace of available
measurements and the dimension of the weighting m@trchange at each time stépaccordingly
with the available measurements.

So, the expression for computing the estimated outfijtbecomes

rN—dl EN—dl

y(k) = [ x(k=N)+ | ack) (1.4)
erdn ENfdn
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where{d;,...,d,} is the sequence of the delayd,= CA, =' = [CA~!B,...,CB], G(k) = [u" (k—
N),...,u" (k—1)]". Hence the cost function (1.3) becomes:
T-1
Or(xron, Wikt w) = Y 1K) = YR [I§ + Iw(k) [ (1.5)
k=T

In order to implement the proposed MHE, the following steps are suggested:

1. Given the sequence of measuremefytk — N),...,y(k— 1)}, and the sequence of delays

{d(k—N),...,d(k—1)}, arrange the vector of measurements, where each measurement po-

sition is given byd“.‘rs_').

2. With the arranged vector of measurements, identify which block of the m@tgkould be
neglected.

3. Estimate the states according to the MHE.

4. After computing the estimated value of the states, send them to the contrallgodrack to
step 1.

Next, we compare the performance of the pair MHE-MPC on a four-taokgss proposed by
[16], with and without considering the proposed variable structure in thiEMising a random nor-
mally distributed delay on the measurements.

The target in the system is to regulate the level of the tanks 1 and 2, by magdihénflowsg,
andqp, feeding the tanks. In this case we consider as manipulated variables tseflewd gy, as
controlled variables the levels andh,, and as estimated variables the levgJandhs. A diagram
and the equations of the system can be found in Chapter 2. In order tbegsbposed MHE, three
cases were considered: the measurements of the states were takenddgthgiuhe measurements of
the states were taken with delay and a fixed structure MHE was implementethamadeasurements
of the states were taken with delay and the proposed MHE was implemented.

When there was no delay in the measurement of the states, the values ofébeystan by the
MHE converge to their real values. The pair MHE-MPC is able to lead the@table variables of
the system to their desired values, despite of the changes on the set-piténtthA convergence of
the MHE the values of the states estimated by the MHE are the same as theitueal B, if a time
delay is included in the measurements of the states, the performance oftra dgsreases. Despite
of the convergence of the MHE, the pair MHE-MPC is not able to lead theatable variables to
their set-point.

In order to avoid the effects of the delay on the system, the proposed Ma$Emplemented.
In this case, the value of the estimates reached the real values despiterafidoen delay and the
changes in the set-points of the controllable variables. In comparison witietiavior of the system
without delay, with the initial set-point one can observe an expected dal#yeaconvergence of the
controllable variables to their reference values, due to the lack of availatador the state estimation.
The proposed variable structure MHE neglected the random delay carsdititowever, the control
actions computed by the MPC under random delay conditions and with thegedpariable structure
MHE, were larger in amplitude compared with the control actions without deldyfized structure
MHE.

As conclusions of this work, under the same conditions, the proposed tigidved the per-
formance of the pair MHE-MPC, exhibiting a performance similar than the peENVIPC without
delay. Then, it is possible to conclude that the MHE with variable structuegsed on this work
neglects the effect of the random delay on the measurements.
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1.3 On the explicit dead-time compensation in robust MPC. Applica-
tion to a laboratory heater process

Intrinsic dead-time compensation is one of the advantages of model predicintrol (MPC) [5].
However, stability of the MPC schemes is related to a terminal cost, a terminahsies, stabilizing
control law [26] which are usually derived from a delay-free modeldd@me compensation schemes
have been known in the control community since Smith’s seminal work [41deheral, dead times
are not considered to be a problem for MPC strategies due to the intrimajpecsation property.

Following the ideas of [38, 39], a robust explicit dead-time compensatioodiestrained linear
systems with additive disturbances will be presented. Additionally, a radB€t for tracking will
be particularized for first-order plus dead-time models (FOPDT/IPDT) if3@rder to take some
advantages of the proposed compensation scheme, deriving a simplé esplist control law (see
more details in Chapter 3).

Now, the explicit compensation effect will be analyzed in terms of a state egldiisturbance in
order to consider robust stability and constraint satisfaction. Henceg#helynamic is represented
by

X(k+1) = Ax(k) +Bu(k — d) +w(k). (1.6)
with x(k) the stateu(k) the inputw(k) € W whereW is a compact polytope that contains the origin.
It is important to emphasize that the effect of noise, external unmeadigtetbances and process-
model mismatches (including dead-time estimation uncertainty) appea&)jnA simple idea, dis-
cussed in [36], can be applied to consider a prediction model withouttitead From the model it
can be observed that there is no effecu@) overx(k+ 1/k), x(k+2|k), ..., x(k+d|k) due to the
dead-time. As a consequence&k + d|k) depends only on past controls so that it can be obtained
recursively by using

d
x(k+d|k) = Z [AI1BuU(k— )] . (1.7)

A new controlled state can be defined as
K(K) = x(k+d|k) (1.8)

Then, by considering the explicit compensation scheme, the predicteditretan be described
by
X(k+1) = AX(k) + Bu(k) + (k) (1.9)

wherew(k) is the effect ofw(k) on the predicted state&(K)).
In Chapter 3 it is shown that for a given systemtk)"is uniquely determined bw(k):

W(k) = Adw(k), (1.10)

so that forw(k) € W, W(k) € AAW £ .

If there are constraints on the state, it is necessary to guarantee cobg#taint satisfaction of
x(K) instead ofx{k). Thus, prediction error should be analyzed or@e Ts the variable used for
control purposes. The following prediction error expression canbb&ired (see details in Chapter
3):

e(k) = A tw(k—d) + A% 2w(k—d+1) +--- +wk—1). (1.11)
then the prediction error may be bounded by

E=A"Wo A ’Wa.--aW. (1.12)
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Similarly to [25], once the error is bounded, it can be concluded that if
X(k) e XOF, vk> 0= x(k) € X, Yk > d.

Note thatE is also a compact polytope that contains the origin.

Now, the explicit compensation effect will be considered in the contextgereeral control law
K () formulated in terms of the following Lemma, that allows to analyze robustnessarsiraint
satisfaction.

Lemma. 1
(i) Letuk) =k (X(k)) be a control law such that
X(k+1) = AX(k) + Bu(k) 4 w(k)

is input-to-state stable (ISS) widt{k) € AYW and F, be its minimum robust positively invariant
set.
(i) Let
X(k+1) = Ax(k) + Bk (X(k—d)) +w(k)

d
be a system with (k) € W, E = HAI W and
=1

K(k—d) = i AI1Buk— j—d)].

Then:

(a) System (ii) is input-to-state stable fow(k) € W ando (x(k), F. @ E) — 0. Moreover, if k) — O,
x(k) — 0;

(b) If K€ XOE, vk > 0, then Xk) € X, vk > d.

Qualitatively, it is possible to guarantee that the system without dead-timestamed to(k) €
X6oE, k>0, then the real state is such thgk) € X, k> d. This result is somehow general because
the lawu(k) = k (X(k)) is not defined. As a consequence, robust MPC schemes are namndalates
to guarantee the conditions. In order to ensure that conditions (i) anal@i¥ hwve will consider the
tracking problem [22], explained next.

Consider the following uncertain system

X" = Ax+Bu+w, y=Cx (1.13)

wherex € R" is the current statec™ is the successor statec R™ is the current controlv € R" is an
unknown disturbance ande RP is a desired linear combination of the states. In this caseX(k),
xt =K(k+1) w=w(k), andy = y(k+ d|k) subject to compact and convex polyhedral constraints

XEXOECR", ucUCR™ (1.14)

and a disturbance constraint 3
wewcR"
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As proposed in [22], the overall objective is to stabilize the constrainsigsyand steer the state
to a neighborhood of the set-point fulfilling the constraints for any possiiskerrbance. For doing
that, a robust MPC strategy based on the notion of tubes and robust@asiariance is considered.

In the robust tube based MPC for reference tracking, the initial nomiat# &(0)), the nom-
inal sequence of future control action)(and the parameted, which defines(xs,Us), are decision
variables. The cost function is given by

N—1
V(X Yr;u,X,0) = Zo 1% — %l &+ |10 — Ul
=

+[[%n — Xl B+ Vo (Vs — Vi)

wherex; denotes the prediction &fi-samples aheadxs, Us) = Mg 8 characterizes the artificial station-
ary point,ys = CXs is an admissible artificial set-poirnyt, is the desired reference fgandVo(Ys — Yr)

is an off-set cost [9]. Therefore, the following optimization problemudtidbe solved at each sampling
instant

min, \% (Xa Yri 7((0) ) U’ é)
X(0),U,0

s.t.
Xo €EXPB(—Z)
X ecXeEe%, i=01,..,N—1
GelUsKZ, i=01,...N-1

whereQ; k., is an extended invariant set for tracking by using a given stabilizing albeitKq. Finally,
The MPC control law is

Kupc(x¥r) = T (0%, yr) + K (X=X (x, 8))

wheret*(0;x, Yy ) is the first element of the optimal nominal control sequengadx” is the optimal
nominal value foix(0). The interested reader can see in Chapter 3 the additional assumptio®s on th
MPC parameters to guarantee stability.

In the presence of persistent disturbance, an undesired error wébaecause the stationary
point parameterization does not consider this disturbance. In this casedified reference"(k)
may defined by

Yr(K) = ¥r — Y2 (K) = yr — MW(K)

whereM € RP*"is a constant matrix and(K) is an estimation ofv(k). If the disturbance estimator is
stable and convergeswgK) = w(), theny(k) will converge toy; if itis admissible. Due to separation
principle, ifw(k) € W, this outer loop does not affect stability because constant disturbaticegon
in not related with MPC control law.

The proposed robust tube based MPC will be particularized to discreéé®F@nodels. This is
motivated by some reasons: these kind of models are common in practicepihé®enuch easier
to analyze and to obtain the invariant sets, it is not necessary to consitierestimation and the
discussions about dead-time compensator effect becomes more intuiive [3

Now, consider a model given by

kp -
P(z) = —Z_paz d
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and a dead-time free state-space representédid® C,D) with A= [a], B = [kp], C= 1 andD = 0.
In this case, the stationary point parameterization can be defined in sua that6 is the desired
reference § = y;) with Mg = [1 (1—a)/kp]' andNg = 1.

Now, it will be considered that the feedback law is in the fatre: (b—a)/(kp) in such a way that
A+BK =bwith 0 < b < 1, the constraints afé = {U: Umin < U < Unax}, X = {X: Xmin < X < Xmax}
and the disturbance is in the interd@&l = {w: Wnin < W < Wmax}. In this case, the disturbance effect
is given by:

% = a%W @ bW @ b2a®W @ b*a®W o ...

ad ad
= {Z : mein << l_meax}; (1.15)

E=WoaWaa?Wa...oad 1w

= {81 <1_ad)Wmin <e< <1_ad)Wmax}- (1.16)

l1-a l1-a

As it was already pointed out that for stable processes the sn¥llés, the larger the delay is.
As consequence, the nominal control constrdintjs larger. However, in the case of the nominal
constraint on the state (output), it can be shownXhgets smaller for longer delays only if the closed
loop response is slower then open-loop one. In genéral 4), the longer the delay is, the larger
the prediction error bound is, which makes it more difficult to guarantee &atput) constraints
satisfaction.

A laboratory heater process case study is considered. In this systerdegiised to control the
temperature in the outlet side of a tube. A constant air stream is used tceetrhaat from the heater
to the output of the tube where there is a thermistor. An input tension is usaljust ¢he power
dissipated in the heater meanwhile an output tension is used to obtain the temgpefatumation.
Both input and output tensions have the same range. In order to emulatalisfpubances, the air
stream flow can be manually modified.

Simulated results with the nominal model are obtained first. These resultsedinktosllustrate
the robust tube idea: at each sampling instant, the optimal nominal value ofettietipn §*(k +
d|k)), which may be different from the predictiog(k + d|k)), is protected by an inner and an outer
intervals. The smaller one would be enough to guaranteeytkat d|k) respect the constraints but,
the larger one is imposed to ensure that the real future output respedrisieaints. Due to the fact
thaty(k+ d|k) is considered for control purposes, it is necessary to consider pisntaller interval
to ensure control constraint satisfaction and recursive feasibilityigtatiability).

Constant unmeasured disturbances are inserted in the control. The simudgtitts illustrate
that: (i) this algorithm is not conservative in the case of constant distaesaand (ii) constraint
satisfaction may be violated if the external interval is not considered.

In the experimental results, disturbances were applied by varying th&aeans flow manually.
Apart from the noise effect, the results are somehow similar to the simulated ktas interesting
to observe that disturbance dynamics varied naturally during the propesation. It should be also
noticed that disturbance variance changed during the process opdratithis effect does not affect
control signal due to the disturbance estimation filter. Moreover, condistoirbance rejection was
properly performed as expected.
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1.4 Stability and performance analysis of irrigation channels with dis-
tributed control

In irrigation systems water is drawn from a reservoir and distributed thrélg main channel and
many secondary channels to farms. Along the channels, mechanicahgatestalled to regulate the
flow. A stretch of water between two neighboring gates is called a pool. Ayaiion network is of-
ten gravity-fed (i.e. there is no pumping); to satisfy water-demands fromsfand to decrease water
wastage, the water-levels in the pools should be regulated to certain setpoiat@id the excessive
communication load for large-scale system, decentralized control is e fer centralized control.
The control objectives for large-scale irrigation network involve: logadtpoints regulation, rejec-
tion of off-take disturbances, avoiding excitement of dominant wavesglobdally, management of
the water-level error propagation and attenuation of the amplification dfat@ction in the upstream
direction.

One big issue in control design for an irrigation network comes from the tieteardn each pool,
i.e. the time for transporting water from the upstream gate to the downstraamig&hapter 4, the
impact of the internal time-delays on the local and global control perfocmananalyzed. Further,
we discuss how the distributed control scheme compensates for such imthctigh the chapter
focuses on irrigation networks, the discussion can be extended to masticpl networks that involve
internal time-delay.

A simple model of the water-level in pqalan be obtained by conservation of mass [6, 43]:

aiyi(t) = u(t — i) — vi(t) — di(t),

wherey; is the flow over the upstream gate the flow over the downstream gatk,models the off-
take load-disturbances from pgat is the transport delay of water from upstream gate to downstream
gate of the pool, and; a measure of the pool surface area. Taking the Laplace transforns yield

whereR is the nominal model for popl Some of the notations that will be used are: the vari#hle
is split into a loop-shaping weightt and a compensaté.,,, Y anduf are input from and output to
the shaped plant, respectively. Designing of the distributed controllesistsrof the following three
steps, which are consistent with the well-knowfi, loop-shaping approach [28].

1. DesignW to shapeR based on local performance. Typical off-takisre step disturbances;
based on the internal model principle [13], a simple selection coultt be% for zero steady-
state water-level error. For robust stabilityjs selected such that the local crossover frequency
w;, < 1/7 (seel[40]). Denote; := (a,uiK)T andn; = (r;,Au;,di)", with r; the water-level
setpoint andiu; modeling additional uncertainty in flow over gat&or a channel oN pools,
LetGs:= (Gsg,,...,Gs,) denote the interconnection of the shaped plant

&= ()~ ()

0 (010 1
1 1 e—sri 1 e ST
-1&) G5 3) (F)
- 0 0 0 O 1
w ( e i W.) e Tivg
Saj —saj ?l —saj

with v; = wi ;1 and boundary conditiony = 0. Note that such a boundary condition is possible
with distant-downstream control.
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2. Synthesiz&,, to cope with the tradeoff between local performance and closed-logpicgu
Let Ko 1= (Keoy, - . ., Kwy ) denote the interconnection of

(W wie
Koo = ()= ()
with Vi =wi ; and boundary conditiovf§ = 0; and letH (Gs, K.,) denote the closed-loop trans-
fer function from(ng,...,nN)T to (z,...,2y)". The synthesis problem is formulated as
Koe !
subject to (1.18)

H(GsKao)llw < ¥

where.%syn represents the set of stabilizikg's. Note that we useé- ||, to denote the#;, norm
of a transfer function. Such a structured optimization problem can bedsbivemploying the
technique in/[19], see [20].

3. The final distributed controller is then given by
K= ()= () =Ka [543

For distant-downstream control, the internal time-detalymits the local performance. For ex-
ample, the local bandwidth limit of /I; is previously considered in the selection of the weight gain,
Ki. In this section, the influences gfon the closed-loop coupling are discussed. It is shown that such
time-delays, not only make it difficult to manage the water-level error aien, but also cause
the amplification of control action, in the upstream direction. Further, aisalysnade on how the
distributed control compensates for such influences.

For a channel oN pools

Y1 rG1 Gy

U1
[G1 dy
S0 w19
L Gn dn
1

whereG; = s«%ie*S“ andG; = — It is reasonable to assunvg = 0 as boundary condition for
synthesis of the distributed controller under distant-downstream contneldiBtributed controller is
represented by

Ki @ U= [k k2] (gé

)
() - [R] (4)
fori=2,...,N—1
o o ()~ [E]a

This gives the general form of the distributed controKer

U Kii - Kin e
<> = ! S ]() (1.20)
un KNN en
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wherefori =1,...,N, Kj = Ki22, which takes care of local performance, and the additional decoupling
terms

Kiiva = Ki21Ki£_21, (2.22)

j—1
Kij = K[ ] Ke*)Kf2forj>i+1
k=i+1

Note thate; = r; —y;. Then the closed-loop relationship between water-level errors artelaf

disturbances is:
er Mi1 - Min dp
e.N |V||.\|N d.N

where fori=1,...,N, Mj = —G; (1+ GiK;i) *and forj >i+1
j
Mij = Mi ) (Kitpk — Kike ™) M. (1.23)
k=1+1
We see that the closed-loop transfer matrix is upper-triangular, henomultieariable system inherits
the local stabilities. That is, the multivariable system is stéldad only if all monovariable systems

are stable. Since all the lower off-diagonal entries are null, even foehmagmatch, robustness is
also inherited from local systems. A perfect decoupling is achieved dlfgr> i,

Kij1j— Kije‘ST‘ =0. (1.24)

This requireK;j = K1 j€", which is non-causal and hence impractical.

Next, analysis of global closed-loop performance is made on the two tyq@ogling properties of
a (distant-downstream) controlled irrigation channel: water-level erapggation and amplification
of control action. Assume onlgly occurs in the system, whily =0 fori =1,...,N—1. Then from

(1.22),

YT -1
meei = MI,NMi+1,N

= Mii(Kiyzi1—e %K) +
N
Mii (Kiy1k—Kike™ST )My
k=1+2

N -1
Mitai+1 (Kisak—Kis1ke S+1 )My .
k

=142

Small||Tg,, ¢ ||~ (€.9. < 1) represents a good management of the water-level error propagation
The coupling of control actions respondingdig is

N

N
Ty = zKikMkN< >
k=l

1
Ki+1,kMkn .
k=141

The following discussion shows thgly,, , .y ||« > 1.

For an irrigation channel with purely decentralized feedback controKiia.(1.20) being diago-
nal, Ty, . .u = MiKi = —GiK; (1— GiKiie ™) . Note thatGiK; involves two integrators. Applying
Lemma 9.3 of [13], it is straightforward to proydy, -y || > 1.
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Generally, under distant-downstream control (i.e. without the constthiaitk in (1.20) be diag-
onal), to compensate the influence of the internal time-delay, the amplificatcmamtrbl action in the
upstream direction is unavoidable.

The synthesis oK copes with the tradeoff between the local performance and the decoupling o
the closed-loop system. To see how the distributed controller compensates ifafluence of internal
time-delays, we study the time and frequency responses of a string ofpboée with distributed
control.

The three pools are taken from Eastern Goulburn No 12, Victoria, Aisstrahe closed-loop
coupling termVj;; is composed olk/li‘} = M; (Kip1x — Kike ") My fork=1i+1,..., . Regarding the
impact ofKix on Mi'j in the three-pool example, it is observed that:

1. Kix decreases the gain bf

cant;

at low frequencies where typical off-take disturbances are signifi-

2. Kix operates orMi‘} by imposing onM;iK;1xM; an additional phase lead-lag compensation
around the frequency of/1;.

The first observation explains why wity; operating on the closed-loop, a better management of
water-level error propagation is achieved. Although it is difficult to dlyemake conclusions of
global performance from the second observation, time-responsesatobactions show that with the
Kij's the closed-loop predicts the influence of the internal time-delays andheaabntrol action in
response to off-take disturbance is faster than that withougitee

The analysis shows that the distributed controller compensates the time-ditlaynde by de-
creasing the low-frequency gain of the close-loop coupling term and impestra phase lead-lag
compensation in the mid-frequency range on the closed-loop coupling term.

Based on the above observations of the function of the decoupling terthe dfstributed con-
troller, it is of interest in future research to investigate the involvement of simdenponents, e.g.
phase lead-lag in decentralized feed-forward compensators, in aduitibe purely decentralized
feedback controller, for a better global closed-loop performance.
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Chapter 2

Variable Delay Compensation Using
Moving Horizon Estimation in Model
Predictive Control Schemes

2.1 Introduction

When measurements are transmitted from networked sensors to the cysteal sising communica-
tion networks a variable transport delay appears due to communicatiolem®buch as: congestion,
noisy environments, error correction sequences, variable routing,tth These delays can cause
deterioration on the performance of the control system. In some casesvtiréble communication
paths can cause that a data measured at time instanteceived after the data measured at time
k+d whered > 0, meaning, data arrive to the controller not only with delay but also in acoorect
sequence.

Dealing with such challenging situation demands the use of a state obsepaditecaf accom-
modating large data sequences received at a non regular basis itcoegémate correctly the states
in spite of the delays. This problem can be seen in a similar way as inferemtisdis are used in
chemical applications were variable delayed lab samples are used togétiheegular sample to
reconciliate model based predictions. The only observer strategy wittueaheapability to accom-
modate such irregular sampling is the Moving Horizon Estimation (MHE) observe

The MHE is a well known model based technique used to estimate the statearanikefers of
a wide variety of plants. It performs a nonlinear optimization in order to estimatsttites of the
systems taking into account the physical constraints on the states, meastsraneinputs [14, 29,
35]. This estimation technique has shown excellent results when used-lmeanprocesses, where
restricted control actions and constrained states are enforced intogigarantee stability [3, 15].

The finite moving horizon of the MHE is a fixed-size window observer thit @kes into account
the lastN time instants. The window size must guarantee enough information to readrib&states
while compensating modeling and measurement errors. The size of the wisidbasen according
to the dynamics of the plant, roughly around the settling time.

In order to deal with the variable transport delay conditions, we profoseanize the incoming
data from the sensors into a stack assuming that each package with aeneagLincludes the time
stamp when the measurement was taken. Then the MHE estimates, at each tinte timststates
with the available data organized in the stack while updating the state covaneaide penalizing
only the estimation errors for the available data. Then we can say that thisdokthp applies state
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corrections only if the evidence coming from the sensor is telling so. Irr dodeerify the proposed
methodology, a quadruple tank process is implemented without and with deldifions on the state
measurements. As a result, the performance of a pair MHE-MPC was @aiugh and without the
proposed variable structure MHE.

This Chapter is organized as follows: Section 1 presents the problem stht&metion 2 presents
the simulations results, and Section 3 presents the conclusions and futre wo

2.2 Problem statement

Moving Horizon Estimation (MHE) strategies were born as a dual probletheoModel Predictive
Control (MPC). Despite the similarities among MPC and MHE, MPC technology suacessfully
developed and exploited in oil refining industry, whereas MHE theory ireedao be a topic of study
in academia with very few industrial applications [1].

The basic strategy of MHE reformulates the estimation problem as a quadwatiemp using a
moving, fixed-size estimation window. The fixed-size window is needed iardodbind the compu-
tational effort to solve an otherwise infinite sized problem. This is the mainrdiftee of MHE with
the batch estimation problem (or full information estimator) [10, 1, 37]. Onoevameasurement is
available, the oldest one is discarded, using the concept of window ghiftin

The main advantage of MHE in comparison with other estimation schemes (like theakKa
Filter) is the straightforward constraint handling inside the optimization protdeihthe possibility
to propose a cost function. However, as MHE is a limited memory filter, stabildycanvergence
issues arise. A review on latest developments on MHE procedures wedishaed by Gara and
Espinosa in [12].

Despite of the advantages of the MHE, if the delay on the measurements igpetlp handle,
the performance of the estimation may fall. Consequently, a procedure avdrtethandle the delays
in this type of estimators should be developed. Below, the MHE is introducgdh gmocedure to
tackle the problem of the delay in the measurements of the states is presented.

2.2.1 Moving horizon estimator
Assume a large-scale system modeled by the following nonlinear diffeesnegion:
x(k+1) = f(x(k), u(k)) +g(x(k),w(k))
y(K) = h(x(k)) +v(k)

where some constraints are imposed over the state variables, disturlzantesgasurement noise as
follows:

(2.1)

xeX, weW, andveV (2.2)

wherex(k) andy(k) are the state and outputlasamplew(K) is the disturbance or model uncertainty,
v(K) is the measurement noise, alid W, V are the feasible sets of the states, disturbances, and
measurement noise, respectively. AloR" — R", g: R" x R™ — R" with g(-,0) =0, andh: R" —
RP. Finally, it is assumed thaf andW are closed with @& W.

A linear large-scale constrained system generating the measuremesnsegk)} can be de-
rived from a linearization around each operating point of (2.1) as:

R(k+ 1) = A(K)R(K) + B(K)U(K) + G(K)w(K)

y(k) = C(K)R(k) + v (K) (2.3)
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where for simplicityx(k) € R" andw(k) € R are the linearized state and uncertainty respectively,
v(k) € RP is the linearized measurement noise, afk) € R™ denotes the system input. Moreover,
those variables are constrained as showh in (2.2). Thus, the estimatianvafidte state in (2/3) can
be formulated as an MHE problem as follows:

@ = min d)k( AwiH5) (2.4)
X0, {Wj

with Xo being the initial state. The problem is subject to the following constraints:
XjeXforj=0,....k,kwjec Wfor j=0,..., k-1,

and the cost function is:

Oy (%o, {W; }= Zolly (DIE+ w1 (2.5)

The problem[(2.4) gets more information as time goes and the optimization becdraesinle be-

cause the computational complexity increases at least as a linear functioepfmaking difficult its

treatment on-line. In order to avoid this problem, a fixed dimension optimalgroby a moving

horizon approximation was proposed|in [1, 8,35, 37]. With this apprdhehcost function (2.5) can
be written as

T-1
Or(xrn, (Wb ) = Y YK = (R [E+ [w(k)lIR (2.6)
k=T—N
whereN is the horizon of the MHE. Considering (2.6) as a cost function in the ofijlirdE problem,
the complexity of the MHE increases at least as a linear function of time untibtfizomN is reached.
When the horizoN is reached the complexity of the MHE problem remains constant.

2.2.2 Delay compensation using Moving Horizon Estimation

In Subsection 2.2.1, the MHE problem was introduced. In this subsectioasitassumed that the
measurements of the states arrive once they were taken. However| appéiaations where com-
munication networks are used to transmit the data measurements there y® ddlegs associated
transportation of the information. This may affect the performance of tiva&®r. Figure 2.1 shows
a block diagram considering the delay on the transmission of the measurerhégstates.

If there exists a delayl(k) on the measurement of the states the estimation is made based on
(2.3), which does not represent the dynamic behavior of the systery €fecially if the delay
varies randomly because it is possible that future measurements of theastatedefore previous
measurements. Then, the estimator may not be able to find the real value tattése decreasing the
performance of the pair MHE-controller, and thus decreasing therpeaftce of the entire system.

Therefore, it is necessary to make a correction at the traditional MH&nseln order to assure
that the estimator calculates the appropriate value of the states. With this @uapesriant of the
MHE presented in Subsection 2.2.1 is proposed. It uses a time variantimgighatrixQ, to compute
the term|ly(k) — y(k) |3 in (2.6).

Consider the system shown in Figure 2.1. Jié¢) denote the sequence of available measurements
at time stegk. Letd(k) denote the sequence containing the delay associated with each measurement
in y(k). The sequencgk) may not contain all the measurements on the window of the MHE because
some data have not yet arrived due the delay, or may not arrive at all.
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—l \fPC "B ol PLANT
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—d(k)s
MHE [<—amy| ¢XP ~

v

x(k+1) = Az(k) + Bu(k) + Byw(k)

Figure 2.1: Block diagram of a control system considering the delay otmahsmission of the mea-
surements of the states.

Assume that the delay of each measurement belongiyigias known (this is possible by using
time stamps identifying the sending time of each measurement). Also, assume ¥{iseadel@andomly
distributed, and the delay (k) = n x Ts with n € N, beingTs the sampling time. Then, the real
position of each measurementyitk) can be identified and sorted accordingly to the time stamps.
Also, with the sequence of delays it is possible to identify which blocks of thighting matrixQ
should be set neglected, since there is not data available to compare thdezstinthe measured
value. With this approach the MHE problem becomes a variable structuskeproin which the length
of the sequence of available measurements and the dimension of the weighting@nehanges at
each time stef accordingly with the available measurements.

So, the expression for computing the estimated outfigtbecomes

erdl ENfdl
y(k) = : X(k—N)+ : u(k) (2.7)
erdn ENfdn
where{d;,...,d,} is the sequence of the delayd,= CA, = = [CA~!B,...,CB], T(k) = [u" (k—
N),...,u" (k—1)]T. Hence the cost function (2.6) becomes:
T-1 = 1112 2
P (XN, {Wich ron) = Z [19(k) = y(K)lIg + [[w(k) [l (2.8)
k=T

In order to implement the proposed MHE, the following steps are suggested:

1. Given the sequence of measuremefytk — N),...,y(k— 1)}, and the sequence of delays

{d(k—N),...,d(k—1)}, arrange the vector of measurements, where each measurement po-

sition is given byd“.‘rs_').

2. With the arranged vector of measurements, identify which block of the m@tgkould be
neglected.

3. Estimate the states according to the MHE (see section 2.2.1).
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4. After computing the estimated value of the states, send them to the contrallgodrack to
step 1

The following section presents some simulation results in order to compare rfioenpence of
the proposed method.

2.3 Simulation results

In this section we compared the performance of the pair MHE-MPC on adolrprocess with and
without considering the proposed variable structure in the MHE, usingdora normally distributed
delay on the measurements. First, we performed a simulation without delayeintorget a reference
behavior. Then, we added a random delay on the states measurementg thestoss of performance
of the system when a fixed MHE structure is used. Finally, the proposed Witth variable structure
was implemented on the same random delay conditions to allow a comparison wittethstfucture

MHE. A time-variant reference value of the controllable variables wad imserder to determine the
performance of the pair MHE-MPC on each of the three cases.

2.3.1 System description: the four plant process

The four-tank plant is designed to test control techniques using indussiaumentation and control
systems. The plant consists of a hydraulic process of four interctethtanks inspired by the edu-
cational quadruple-tank process proposed by [16]. A schematicatiagf the process is shown in
figure 2.2.

The target in the system showed in figlre| 2.2 is to regulate the level of the 1aakd 2, by
modifying the flowsg, andq, feeding the tanks. In this case we considered as manipulated variables
the flowsg, andqp, as controlled variables the levédis andh,, and as estimated variables the levels
hs andh;.

From the mass balance and the Bernoulli flow equation, the following moded®ped:

dh
disz_ﬁ\/29h1+§\/2ghs+qua
d
=2 g+ 22+ B

2.9
dhg a i (L) (29
dt A A3

dh4 _ F+

whereA is the cross-section area, is the cross-section area of the outlet, dnd the level of the
tanki, i =1,...,4. The parameteng, y» € [0 1] are set prior to the experiment. The flow to tank 1 is
¥10a and the flow to tank 4 i1 — y1)ga (and in a similar way for tanks 2 and 3). The acceleration of
gravity is denoted byg. For the control test presented in this work, the plant parameters am $ho
Table 2.1.

Linearizing the model at an operating point given by the equilibrium levedsflaws shown in
Table 2.1, and defining the deviation variabes- hj — hig, uj = qj —djo, i € {1,2,3,4}, j € {a,b},
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Table 2.1: Parameters used for the simulation of the four-tank system

Parameter  Units Value
N1max [m] 1.36
Nomax [m] 1.36
h3max [m] 1.30
Namax [m] 1.30
h1min [m] 0.20
h2min [m] 0.20
hamin [m] 0.20
h4min [m] 0.20
Oamax [mg/h] 3.26
Obmax [m3/h] 4.00
Qamin [m3/n] 0.00
Obmin [m3/h] 0.00

a [m?]  1.310%+10°*
a [m?]  1.507x10°%
ag [m?]  9.267%10°°
ay [m?]  8.816x10°°
A [m?] 0.06

Ao [m?] 0.06

A3 [m?] 0.06

Ay [m?] 0.06

Vi 0.3

Vo 0.4

Ja0 [m3/h 1.63
Obo [m3/h] 2.00
th [m] 0.6487
hog [m] 0.6639
hsg [m] 0.6498
h40 [m] 0.6592
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h
hi ¢

.

Figure 2.2: Four-tank process

the continuous-time linear model is:

-1 As "
o |8 2% Al |8 2
X(t = e A
=10 & o R0+ S |
1 (1-y)
dt o 0 o1 1o = 210
i 0 0 0 ;7 (;4)’1) 0
1.0 0 0
YO=1491 0 o

wheret; = %’ % >0, i €{1,2,3,4} are the time constants of tank For the parameters chosen

the linear system shows four real stable poles and two non-minimum phaseaniaittie zeros.
With the purpose of applying the proposed MHE, the madel (2.10) wasetized with a sample
time Ts =5 s. The resulting model also was used as a prediction model in the MPC.

2.3.2 Simulation Results
In order to test the proposed MHE, three cases were considered:
1. The measurements of the states were taken without delay.

2. The measurements of the states were taken with delay and a fixed stiMetBrevas imple-
mented.
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3. The measurements of the states were taken with delay and the propo&edagtinplemented.

In these three cases the reference signal shown in figure 2.3 wadareds The horizon for the
MHE was 200 sample times, and the prediction horizon for the MPC was 90 séimpke For the
cases 2 and 3, the delay was considered normal distributed with peat? and variancer? = 12
times the sample time.

Evolution of the reference levels for tanks 1 and 2

0.7 T T T T
_ 065 .
E |
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—
<
0.55 .
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2000 4000 6000 8000 10000 12000
0.7
_. 065 .
£
s 06[ I n
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<
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2000 4000 6000 8000 10000 12000
Time [s]

Figure 2.3: Reference signal. Top, the reference for the level of tikeltaand bottom, the reference
signal for the level of the tank 2.

Figures 2.4 and 2.5 show the behavior of the system (2.9) when thereondeday in the mea-
surement of the states. From Figure 2.4 it is possible to conclude that tles wdlthe states given by
the MHE converge to their real values. Figure|2.5 shows that the pair MRE-is able to lead the
controllable variables of the system to their desired values, despite ofdhges on the set-point.

In Figurel 2.4, note that after the convergence of the MHE (and despiteeafthanges on the
reference values of the controllable variables) the values of the stditesitesl by the MHE are the
same than their real values. But, if a time delay is included in the measurements siatés, the
performance of the system decreases, as shown on Figures 2.6 and 2.7

Figures 2.6 and 2.7 show that despite of the convergence of the MHEathMplE-MPC is
not able to lead the controllable variables to their set-point, and that the deliageian oscillatory
behavior in/(2.9).

In order to avoid the effects of the delay on the system (2.9) (which apéagtesd on Figures 2.6
and 2.7), the proposed MHE was implemented for the four-tank system egigus and 2/9 show the
behavior of the system when the random delay is considered and thesptbMHE is implemented.
Figure 2.8 shows that the value of the estimates reached the real valuest wibidations despite of
the random delay and the changes on the set-points of the controllablelesrikigure 2.9 presents
the entire system behavior. In comparison with the behavior of the systerouwitelay (Figure
2.3), with the initial set-point it is observed an expected delay on the cpenee of the controllable
variables to their reference values, due to the lack of available data fetdteeestimation. On the
following set-point changes their behavior is quite similar, i.e., the propcseable structure MHE
neglected the random delay conditions. However, the control actionsutechpy the MPC under
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Evolution of the states and their estimated values
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Figure 2.4: Evolution of the real and estimated levels.

random delay conditions and with the proposed variable structure MHEg laeger in amplitude
compared with the control actions without delay and fixed structure MHE.

2.4 Conclusions

In this work the problem of the random delay in the measurements of the stadensidered. Here,
the delay was assumed random, known, atiches the sample timen(€ N). In order to handle this
problem a variable structure MHE was proposed, where the delayediregants of the states were
arranged in a vector of measurements containing the real positions ofithiegavalues of the states.

As test bed, the four-tank system was used. A pair MHE-MPC was impleché@mterder to
control it, with two MHE structures: fixed and variable. Variations on thenezice value of the
controlled variables were made with the purpose of testing the performérice pair MHE-MPC.
When a random delay was included into the measurements of the states, tMHEaVPC with
fixed MHE structure fell into an oscillatory behavior. Under the same comditithe proposed MHE
improved the performance of the pair MHE-MPC, exhibiting a performamnodas than the pair
MHE-MPC without delay. Then, it is possible to conclude that the MHE withaide structure
proposed on this work neglects the effect of the random delay on thauneeaents.
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Evolution of the states, their reference values, and the control inputs
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Figure 2.5: Evolution of the levely, andhy, and their reference values (first two panels), of the levels
hs andhy (third panel), and of the control inpudg andqp.

Evolution of the states and their estimated values when the delay is included
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Figure 2.6: Evolution of the real and estimated levels when the delay is included
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Evolution of the states, their reference values, and the control inputs when the delay is included
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Figure 2.7: Evolution of the levels, andhy, and their reference values (first two panels), of the levels
hs andhg (third panel), and of the control inpugg andqy,, when the delay is included.
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Figure 2.8: Evolution of the real and estimated levels when the proposediMidtplemented.

Page 26/57




HD-MPC ICT-223854 Implementation of timing and delay related approaches to simple case studie}s

Evolution of the states, their reference values, and the control inputs when the proposed MHE is implemented
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Figure 2.9: Evolution of the levely, andh,, and their reference values (first two panels), of the levels
hs andhy (third panel), and of the control inputig andq, when the proposed MHE is implemented.
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Chapter 3

On the Explicit Dead-Time
Compensation in Robust MPC.
Application to a Laboratory Heater
Process

3.1 Introduction

Intrinsic dead-time compensation is one of the advantages of model predicttrol (MPC) [5].
However, stability of the MPC schemes is related to a terminal cost, a terminahsies, stabilizing
control law [26] which are usually derived from a delay free model. botly, this problem can be
systematically solved by using an augmented representation [2] but, in thisagppthe representa-
tion order increases linearly with the dead-time length. This dependenctiigeresting in practice
because the order of the model may affect the computational burdeciabpia robust MPC strate-
gies.

Dead-time compensation schemes have been known in the control commureétgsiith’'s sem-
inal work [41]. In general, dead times are not considered to be a pnololeMPC strategies due to
the intrinsic compensation property. Actually, an explicit compensation syrategbe useful in two
situations: i) in order to avoid the augmented representation as used in{3§]jn order to improve
robustness as discussed in [30].

An explicit compensation scheme was briefly explored in [36] in order toaethe representation
order but its effect on robustness was not analyzed. In [31], agfilt®Bmith predictor scheme was used
to improve robustness of the generalized predictive controller (GPCabalytical discussions were
limited to the unconstrained case. The problem of robustness in the peefatead-time uncertainty
was treated in [32] by using a polytopic approach. However, in that d¢agas necessary to consider
an augmented state representation for delays that are larger than a sgyegtiag It is important to
emphasize that in none of these works, robust constraint satisfactistaardard state representation
are considered together.

In this chapter, following the ideas of [38, 39], a robust explicit dead-tommpensation for
constrained linear systems with additive disturbances will be presenteii.dé shown that the dead-
time free prediction model can be used to guarantee robust stability angt camstraint satisfaction
by using a modified disturbance and a slightly different state constrairfiseeffect of this modified
disturbance will be discussed in terms of input-to-state stability and robustraint satisfaction.
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Additionally, a robust MPC for tracking will be particularized for first-erdor integrative) plus dead-
time models (FOPDT/IPDH)[39] in order to take some advantages of the proposed compensation
scheme, deriving a simple explicit robust control law. A simulation exampldsaarexperimental
case of study will be presented to discuss about the properties of thegaalgorithm.

The chapter is organized as follows: delay compensation backgrounesisnted in Section 3.2,
an analysis of the additive disturbance effect is presented in Sectioar8i& tube based MPC is
revisited to be used in time delay systems in Section 3.4. In Section 3.5 an expatiozse study is
presented, while the concluding remarks are discussed in Section 3.6.

Notation: A definite positive matrixT is denoted a3 > 0. For a given symmetric matrik > 0,
the weighted Euclidean norm is expressed|d$ = v X'Px. A vector concatenation is represented
by (a,b) = [&,b']". Given two setdJ C R" andV C R", the Minkowski sum is defined by & V £
{u+v|ueU, ve V}andthe Pontryagin set differencélissV = {u | ugV C U}. The distance of
a pointu € R" from a set? C R" is denoted byo(u, ) = ir\1/f{|]u—vH | ve ¥}, where||.|| denotes

the Euclidean norm. For a given matfk € R™™ and a setV ¢ R™, MV C R" denotes the set
{y=My, ve V}. Aidentity matrix is represented Hy Predictions for the timecomputed ak will
be represented hy(i|k), x(i|k) andy(i|k).

3.2 Preliminaries

In this section, some ideas of dead-time compensation MPC will be briefly revisiteerms of a
state-space model with dead-time [39].
3.2.1 Implicit dead-time compensation

In MPC formulations, stability is related to three elements: a terminal cost, a terooinstraint and
a local stabilizing control law [26]. For linear models without delay such as

x(k+ 1) = Ax(K) + Bu(k), y(k) = Cx(K),

MPC stabilizing control law is obtained from the current stale) = kmpc(X(K)).
However, in systems with dead-time such as

X(k+1) = AX(K) + Bu(k—d), y(k) =Cx(k), (3.1)

x(k+ 1) is not defined by the paix(k), u(k). As consequence, Eg. (3.1) cannot be directly used
in a MPC strategy becausgk) is not enough not represent the overall dead-time system dynamic.
Fortunately, an augmented model can be used as in [2], incorporatingdbdetiche effect as a dead-
beat dynamic, in order to obtain a “dead-time free” representation given b

§(k+1) = Ag& (k) +Bgu(k), y(k) =Ce& (k) (3.2)

with
&(K) = [x(k) u(k—d)" ... u(k—2) utk—1)],

1For the sake of simplicity, the term FOPDT will be used to refer to stable, biestar integrative processes with
dead-time from now on.
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The underlying idea is to store the past control action& (k) until the moment it can actually be
considered. In this casé (k+ 1) depends only o (k) andu(k) in order that stabilizing elements
can be directly defined.

3.2.2 Explicit dead-time compensation

A simple idea, discussed in [36], can be applied to consider a predictionl mieut dead-time.
From the model (3.1), it can be observed that there is no effagt@foverx(k+ 1|k), x(k+ 2[k), ...,
X(k+dlk) due to the dead-time. As consequend&+ d|k) depends only on past controls so that it
can be obtained recursively from EQ. (3.1) by using

d
x(k+d|k) = Z [AI71Bu(k—j)]. (3.3)

Hence, it would be reasonable to control direct(k + d + 1|k) becausex(k+ d|k) is already
determined and explicitly calculated. In this case, the new controlled stateeaefibed as

%(K) 2 x(k+ d|K) (3.4)

wherex(k + d|k) can be obtained from Eg. (3.3). As a consequence, the system to trelleohn
becomes
K(k+1) = AX(k) 4+ Bu(k), y(k+d|k) =CX(k) (3.5)

which has a dead-time free model. The key point is that due to the compesisatiure, the model
(3.5) can be directly used in MPC strategies without resort to an augmempegentation as presented
in Eg. (3.2).

An overall control structure is depicted Fig. 3.1 wher) is a general disturbance which may
be used to represent unmeasured inputs, noise and process-modeicmisirailarly to other dead-
time compensators [30], an MPC is used to control a dead-time free systiemmway be represented
by the “process with dead-time plus a predictor” where nominal model isdiyeEq. [(3.5). This
prediction scheme is exact in the nominal case becelised|k) = x(k+d). However, in the presence
of disturbancex(k+ d|k) # x(k+ d) which should be considered in robust MPC strategies.

3.3 Main results

Now, the explicit compensation effect will be analyzed in terms of a state eeldisturbance in order
to consider robust stability and constraint satisfaction. Hence, theyeahdc is represented by

X(k+1) = Ax(k) +-Bu(k — d) +w(k). (3.6)

with w(k) € W whereW is a compact polytope which contains the origin. Itis important to emphasize
that the effect of noise, external unmeasured disturbance andsprowedel mismatches (including
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Figure 3.1: MPC with explicit delay compensation structure.

dead-time estimation uncertainty) appeara/ik). By considering the explicit compensation scheme
given by Egs./(3.3) and (3.4), the predicted behavior can be deddribe

R(k+1) = AX(K) + Bu(K) + W(K) (3.7)

wherew(Kk) is the effect ofw(k) on the predicted state&(K)).
From Eq.[(3.7)w{k) can be obtained by

W(K) = X(K+ 1) — A%(K) — Bu(K). (3.8)

Then, by replacing Eqgs. (3.3) and (3.4) in Eq. (3.8), it is obtained
d
W(K) =A% (k+1) + Z A~1Bu(k—j+1)]

d

—A{Ad Z [AI=1Bu(k } —Bu(k)
=A%x(k+1) — Ax(k) — Bu(k—d)]. (3.9)
Finally, replacing Eq! (3/6) in Eq. (3.9) yields

W(k) = Adw(k). (3.10)
This result is important because for a given systeutk) is uniquely determined by(k) so that for
w(k) € W, Wi(k) € AW £ W,
3.3.1 Bounding prediction error

If there are constraints on the state, it is necessary to guarantee cobsgaint satisfaction of(k)
instead ofx(k). Thus, prediction error should be analyzed or@e is the variable used for control
purposes.

The prediction error can be obtained by

e(k) = x(K) — x(k|k — d) = x(k) — X(k—d). (3.11)
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Figure 3.2: MPC with explicit delay compensation structure.

Thus, by using Eq! (3/6) recursively fraxtk — d + 1) until x(k), it is possible to rewritex(k) as
d

(k) = Z [AI-1Bu(k— j —d)]

d
Z (A7 tw(k — j (3.12)
MoreoverX(k —d) is obtained fronx(k|k —d) in Eq. (3.3):
d
K(k—d) = Z [A~Bu(k—j—d)]. (3.13)

Then, by replacing Eq. (3.13) and Eq. (3.12) at Eq. (3.11), it is obdaimefollowing prediction error
expression
e(k) = A tw(k—d) + A 2w(k—d+1) +... +w(k—1). (3.14)

It should be noticed that disturbance has a cumulative effect in the poederror but, ifw(k) is
boundedg(k) is also bounded. Finally, the prediction error may be bounded by

E=A"1WaA2W..aoW. (3.15)
Similarly to [25], once the error is bounded, it can be concluded that if
X(k) e X6E, Vk> 0= x(k) € X, Vk>d.

Note thatE is also a compact polytope which contains the origin.
The schematic representation of the explicit optimal prediction in the preséacklitive distur-
bance is shown in Fig. 3.2 where

d
o=3 A1z

This representation is equivalent to those of Fig. 3.1 wi{&hiS computed as in Egs. (3.3) and (3.4).
Despite the fact that it is considerg(k] for control purposes, the effectafk+ j) for j > 0 does not
affect the loop so that robust stability is associated witk) and, as consequence, it does not depends
onw(k+1),...w(k+d) atk.
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3.3.2 Analysis of robustness and constraint satisfaction

Now, the explicit compensation effect will be considered in the contextgefreeral control lavk (-)
formulated in terms of the following Lemma.

Lemma. 2

() Letuk) =k (X(k)) be a control law such that
X(k+ 1) = AX(K) + Bu(k) + (k)

is input-to-state stable (ISS) widt{k) € AYW and F, be its minimum robust positively invariant
set.

(i) Let
x(K+ 1) = Ax(K) + Bk (X(k— d)) +w(k)

d
be a system with (k) € W, E = (HAI W and
=1

K(k—d) = Adx(k—d) + i [AI-1Bu(k—j —d)].
=1

Then:

(a) System (ii) is input-to-state stable faw (k) € W ando (x(k), F. ©E) — 0. Moreover, if Wk) — O,
X(k) — 0;

(b) If Xe XOE, Vk >0, then Xk) € X, Yk > d.

Qualitatively, Lemma 2 means that, for a given control law, if a system witheaddime is ISS
with W(k) € A9W, a similar system witkv(k) € W and that have dead-tinass 1SS if the given control
law is applied together with the explicit dead-time compensation scheme. Mor#dans possible to
guarantee that the system without dead-time is constraingfa X S E, k > 0 then, the real state
is such thai(k) € X, k> d. This result is somehow general because theuéy = k (X(k)) is not
defined. As a consequence, robust MPC schemes are naturala@sdiol guarantee the conditions
of Lemma 2.

This Lemma also allows to derive a different interpretation of the predicfectefThe following
illustrative discussion will be presented to show that this result can be senwwdunterintuitive.

3.4 Robust tube based MPC with explicit dead-time compensation

In order to ensure that conditions (i) and (ii) of Lemima 2 holds, it is possiblsédhe so different

strategies such as in/[7] and [27]. In this chapter, we consider therapkoblem [22] instead of

the regulation one [27]. This is motivated due to the fact that it is more usefuactice and in the

presence of constant disturbance, an additional reference tionrehould be considered [39].
Consider the following uncertain system

X" = Ax+Bu+w, y=Cx (3.16)
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wherex € R" is the current statec™ is the successor statec R™ is the current controlv € R" is an
unknown disturbance angde RP is a desired linear combination of the states. In this caseX(k),
x™ =X(k+1) w=Ww(k), andy = y(k+ d|k) subject to compact and convex polyhedral constraints

XEXOECR", ueUCR™ (3.17)

and a disturbance constraint
weWwWcR".

As proposed in [22], the overall objective is to stabilize the constrainsigsyand steer the state
to a neighborhood of the set-point fulfilling the constraints for any posdibterbance.
3.4.1 Tubes trajectory

This robust MPC strategy is based on the notion of tubes and robustpadsi@ariance. Some of these
ideas are briefly revisited in the following. From now on, the nominal belhavilb be compactly
described by

X" =AX+Bu y=Cx. (3.18)

A feedback control law can be used to counteract the disturbanat af¢he following
U=0+K35, 02x-X
where? is defined as the state error. Hence, the error dynamics is described by
0T =Ad+w, Ac = (A+BK). (3.19)

If Ak is strictly stablé, there exist, for system (3.1.9), a robust positively invariantZgi.8, 34] that
satisfies y
AKZ W C Z.

Assuming thad(0) = x(0) —X(0) € &, the tubes notion comes from the fact that is such that
XeX=X0EocZ, ucU=UcKZ, (3.20)

then
xeXOE, uelU

for any sequence aff € W (any disturbance realization) [27].

3.4.2 Predictive controller for reference tracking

To avoid problems such as feasibility loss due to reference changeeogmeé inconsistency with the
prediction model, an artificial stationary point is used [22].

Assumption. 1 The pair(A,B) is stabilizable and all the states are available at each sampling time.

2All the eigenvalues oAk are strictly inside the unitary circle.
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Under this assumption, the set of steady states and inputs of the systenigahér+dimensional
subspace oR™™ [22] given by the parameterization

In other words, every steady-state p@i, Us) € R™™" is uniquely characterized by a given parameter
B eR™

In the robust tube based MPC for reference tracking, the initial nomtag €(0)), the nom-
inal sequence of future control action)(and the parametel, which definesXs,Us), are decision
variables. The cost function is given by

N-1
VMMmXﬁ%:ZﬂK—K%+MG—&%
=

+[[%n — Xl [B + Vo (Vs — Vi)

wherex; denotes the prediction &fi-samples aheadiks, Us) = Mg 6 characterizes the artificial station-
ary point,y; = CXs is an admissible artificial set-poirnyt, is the desired reference fgandVo(ys — Yr)

is an off-set cost [9]. Therefore, the following optimization problemutibe solved at each sampling
instant

min_ V(x,yr;X(0),T, 0)
X(0),0,8
S.t.
Xo €EXB(—Z)
%ecXoEo%, i=01,..,N-1
GeUoKZ, i=01,...N—1

whereQ; k,, is an extended invariant set for tracking by using a given stabilizing albentKq. In this
case, the extended system for tracking is

[x]+:{A+B&)BL}[X]
] 0 | ]
wherelL = [—Kq |1]Mg and the invariant region should be admissible in
X = {xeé (%,8) : (X KaX+L8) € (X xT), MgB € (Xx@)} .
Finally, The MPC control law is

KMpc(X,yr) = U*(O;x,yr) + K(X—X*(X,é))

wheret*(0;x, Yy ) is the first element of the optimal nominal control sequengadx” is the optimal
nominal value fo(0).
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The following additional assumptions on the MPC parameters are sufficignatantee stability:

Assumption. 2
1. Let R>0e Q> 0Osuch that the paifQ'/2, A) is observable.

2. Let Pe R™" be a positive definite matrix such that

(A+BKq)"P(A+BKq) —P+KiRKo +Q=0.

3. Let the offset cost function, VRP — R be a convex, positive definite and sub-differentiable
function such thaty(0) = 0.

For details, please refer to [22].

Remark. 1

In the proposed robust tube based controlle(i®) is admissible, Lemma 2 holds and robust con-
straint satisfaction is ensured fofk), Yk > d. It should be noticed that(X), j € [1,d] depends on
x(0) and i), i = [-d,—1]. Thus, if i), i = [-d,—1] is known, robust constraint satisfaction for
X(j), j € [1,d] can be previously verified.

3.4.3 Output offset cancellation in the presence of constadisturbance

In the presence of persistent disturbance, an undesired error wdbajpecause the stationary point
parameterization does not consider this disturbance. In this case, a mhodfieencey"(k) may
defined by

Yi'(K) =yr —y5' (k) =y — M(k)

whereM € RP*" is a constant matrix ana(K) is an estimation ofv(k). If the disturbance estimator is
stable and convergeswgK) = w(), theny(k) will converge toy; if itis admissible. Due to separation
principle, ifW(k) € W, this outer loop does not affect stability because constant disturbaticegon
in not related with MPC control law.

An interesting property of this algorithm is that it results in a quadratic optimizgiroblem
which does not depends on the dead-time length. Similarly to [32], the optimizatidilem can
parameterized off-line with multiple piecewise linear solutions [4]. Howeweriding the standard
approach as in [32], the longer is the dead-time, the higher is the dimenghmsthte partition where
the linear solution must be searched. In [11], for instance, it is presantmtegrative process with 40
discrete delays which means that the state partition would have dimension 4 &taridard approach.
By considering only the regulation problem, the partition of the robust tub€ Mh explicit dead-
time compensation would have dimension 1. In the case of reference tralekidgnension is simply
2.

3.4.4 First order plus dead-time case

The proposed robust tube based MPC will be particularized to discreR®F®nodels. This is mo-
tivated by some reasons: these kind of models are common in practice, ihégcouch easier to
analyze and to obtain the invariant sets, it is not necessary to consiteestanation and the discus-
sions about dead-time compensator effect becomes more intuitive [39jevedq it is important to
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emphasize that all the ideas presented until now can be applied to lineassiatemodels. Further-
more, if necessary, it is possible to consider state-space estimation folltdveindeas of [25].
Now, consider a model given by )
P d
P(z) = - az
and a dead-time free state-space representédid® C,D) with A= [a], B = [kp], C= 1 andD = 0.
In this case, the stationary point parameterization can be defined in suap that6 is the desired
reference § = y;) with Mg = [1 (1—a)/kp]’ andNg = 1.

The main advantage of this simplified representation is that set operatidnasiinkowski sum
and Pontryagin difference should be considered in sets of the Bdaddwus, it will be just necessary
to consider standard algebraic operations in the limits of the set interval. iNeWl, be considered
that the feedback law is in the forkh= (b—a)/(kp) in such a way thaf+BK =bwith 0 < b < 1,
the constraints aré = {u: Umin < U < Umax}, X = {X: Xmin < X < Xmax} @nd the disturbance is in the
interval W = {w : wmin < W < Wmax}. In this case, the disturbance effect is given by:

% = a%W @ baW @ b2a®W @ bPa®W o ...
d d

a a
= {Z + 71— p Vi << 1_meax}; (3.22)

E=WoaWaa?Wa...oad 1w

— {g : <11__§)Wmin <e< <11__6:)Wmax} . (3.22)

As it was already pointed out that, for stable proce&sis smaller the larger is the delay. As conse-

guence, the nominal control constrailk, is larger. However, in the case of the nominal constraint
on the state (output), it can be shown t&agets smaller for longer delays only if the closed loop
response is slower then open-loop one. In gendral &), the longer is the delay, the larger is the

prediction error bound which makes more difficult to guarantee state @uipnstraints satisfaction.

3.5 Case study

A laboratory heater process case study will be presented in this seatidis Isystem, it is desired
to control the temperature in the outlet side of a tube. A constant air streasedstal transfer heat
from the heater to the output of the tube where there is a thermistor. An ingittda used to adjust
the power dissipated in the heater meanwhile an output tension is used to olketa@miberature
information. Both input and output tensions have the same range{9 < 10 and 0< Vit < 10).
In order to emulate input disturbances, the air stream flow can be manuallfiedod\n simplified
schematic diagram is presented in Fig. 3.3 whgke = Voui(k), u(k) = Vin (k) and the air flow affects
w(k).

In order to demonstrate the moderate level of computational demand using ltipanametric
solution [4], it is be used a sampling period of 50ms. In this case, the FOP@€&Irimothe form

0.0314 _,
(2) =50 9556

was obtained after some least square identification tests based on paedeolm binary aleatory input
sequences.
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air flow

(—

Vout Vin

Figure 3.3: Simplified schematic representation of the heater process.

To guarantee robust stability and robust constraint satisfaction, it @fased that the disturbance
bound for the delayed systemW = {w] ||w|| < 0.15}. The MPC tuning parameters a@= 1,
R=1,N=5andV,(Vs—¥) = ||¥s— Yt||100- The stabilizing elementsg andP are obtained from the
optimal solution of the unconstrained problem (linear quadratic solution)Xd, Q,R). Although
there is a better strategy to chodég22], for simplicity and similarly to/[27], it is useq = K. A

second-order filter in the form
F(g = (005 2
~ \z-0.95

is used in order to estimate the mean value of the disturbance, attenuatingffexise e

Simulated results with the nominal model are presented in/Fig. 3.4. These @sultseful to
illustrate the robust tube idea: at each sampling instant, the optimal nominalofathe prediction
(Y*(k+d|k)), which may be different from the predictiop(k+ d|k)), is protected by an inner and an
outer intervals. The smaller one would be enough to guaranteg(thatd|k) respect the constraints
but, the larger one is imposed to ensure that the real future output télspeonstraints. Due to the
fact that it is consideregi(k 4 d|k) for control purposes, it is necessary to consider just the smaller
interval to ensure control constraint satisfaction and recursivébiés(robust stability).

Constant unmeasured disturbances are inserted in the comjre! 4.5 andug = —3), which
corresponds ta/(k) = Bx ug as shown in Fig. 3/4(d). Whar, = 4.5, due to the constraints limits, the
external limit of the tube reaches the lower constraint in such wayytlilat+ d|k) cannot be reduced
which implies a steady-state error. Actually, off-set free could be aetligthe reference was set to a
higher value, as 6 for instance, or if the disturbance were smaller aswyken-3. Some interesting
points can be observed from Fig. 8.4(c). W) was close to one of its limits (05) forug = 4.5,
the optimal solution was obtained with an active constraingig x® (—2°). This can be verified
becausg*(k+ d|k) (alternativelyy* (k|k — d)) is exactly over the border. As a consequence, the real
output almost reached of its limits which illustrates that: i) this algorithm is not ceatee in the
case of constant disturbances and ii) constraint satisfaction may be didltte external interval is
not considered. Actually, the real output would reach the externdebpdirw(k) = 0.15.

In the experimental results, disturbances were applied by varying th&reans flow manually.
Apart from the noise effect, the results are somehow similar to the simulateditasinteresting to
observe that disturbance dynamics varied naturally during the propesstion. Note, for instance,
that whenw(k) is in the neighborhood of 800 samples it presents a different behasrortfrose in the
neighborhood of 1500 samples despite the fact that the system is arewahtle equilibrium point. It
is clear that this issue is not a problem for a robust algorithm since the limitg kdrwere respected.
It should be also noticed that disturbance variance changed duringoibesg operation but this effect
does not affect control signal due to the disturbance estimation filtereder, constant disturbance
rejection was properly performed as expected.
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Figure 3.4: Simulated behavior of the nominal system: (a) output resp(i)saetail of the output
response, (c) control action and (d) additive disturbance.

3.6 Final remarks

In this chapter, the explicit compensation effect was discussed in atrotmiext. The conditions to

guarantee robust stability and robust constraint satisfaction, in therme®f additive state distur-
bances, were presented. A robust tube MPC was applied to guaraggeectinditions and a FOPDT
model was considered to take some advantages of the proposed explipirsation MPC scheme.
Finally an experimental case study was used to discuss some propertiesprbfosed algorithm.

As future work, it would be interesting to guarantee robust constrafisfaetion by using different

explicit dead-time compensation schemes.
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Figure 3.5: Experimental behavior of the real system: (a) output respgh) detail of the output
response, (c) control action and (d) additive disturbance. In @)tan legends are the same of Fig.

3.4(a).
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Chapter 4

Stability and Performance Analysis of
Irrigation Channels with Distributed
Control

4.1 Introduction

Water is becoming a scarce resource all over the world. Irrigation atsdor 70% of water usage
[42]. Fig.[4.1 shows the top-view of a typical irrigation network. Water awdr from the reservoir

Farm
Main channel
m
Reservoir 3 Feeeeeeee
Gate L
Secondary
channel
] Farm
L Gate
Farm E
] Farm
L

Figure 4.1: Top-view of an irrigation network

and distributed through the main channel and many secondary chanreisito Along the channels,
mechanical gates are installed to regulate the flow, as shown in Fig. 4.2.téhstfevater between
two neighboring gates is called a pool. An irrigation network is largely grdeitly(i.e. there is no
pumping); to satisfy water-demands from farms and to decrease watmgeathe water-levels in the
pools should be regulated to certain setpoints. Since most farms sit at thetdesyn ends of pools,
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Figure 4.2: An irrigation channel (Source: Rubicon Systems AustraliaLiRty.

it is more important to control downstream water-levels. To avoid the exeessmmunication load
for large-scale system, decentralized control is preferred to centtala@rol. In practice, a distant-
downstream control structure (i.e. use upstream gate to control deanstrater-level of a pool) is
implemented for good management of water service and water distributioierdfic24]. Further,
an irrigation channel is a system presenting strong interactions betweks)ipa. the flow into a pool
is equivalent to the flow out of the neighboring upstream pool. Whetad&ts occur at downstream
pool, one could see amplification of the control action (e.g. flow over upstgates) and water-level
error propagation towards upstream, see [6, 21]. Therefore atohijectives for large-scale irrigation
network involve: locally, setpoints regulation, rejection of off-take distdes, avoiding excitement
of dominant waves and, globally, management of the water-level empagation and attenuation of
the amplification of control action in the upstream direction. As shown in [B&}e exists a tradeoff
between the local and the global control performance. To cope with aucdeoff, a distributed
control scheme that inherits the interconnecting structure of the plant gestegl in/[6, 20]. Such
a distributed control scheme presents performance advantage oeetrdéized feedback with feed-
forward control|[44].

In fact, one big issue in control design for an irrigation network comes filee time-delay in
each pool, i.e. the time for transporting water from the upstream gate to thestteam gate. In this
paper, the impact of the internal time-delays on the local and global cgarfirmance is analyzed.
Further, we discuss how the distributed control scheme compensategfoingpact. Although the
paper focuses on irrigation networks, the discussion can be extendethiopractical networks that
involve internal time-delay. The paper is organized as follows. Sectiorriéfdtintroduces modeling
of an irrigation channel and designing of the distributed controller. Ini@ed.3, discussions are
made on how the distributed control scheme manages the water-levelrpagption and attenuates
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the amplification of control actions in the upstream direction. Section 4.4 sunesdhie paper.

4.2 Modeling of a channel and designing of distributed controller

Fig./4.3 shows an irrigation channel with a special structured distributettatpi.e. the informa-
tion flow is uni-directional: from controlleK;.1 to controllerK;. When water off-takes occur in a
pool, such an interconnection structure confines the water-level@opagation and amplification of
control action in the upstream pools. Hence, such a control schemesdlieidequirement of water
storage at the downstream end of the channel.

w
Ki 5 I L
l Uj —} <—V:<+1;
Vi Kit1 o Tt
|
Vieg = Ui Uit —1
Yi+1
Vi1 Vi = Uil
i
pool; Vi
----- T Yi+1
G T e pool;,;
[l T R,
e T L T -
owom | i

Figure 4.3: Distributed control of an open water channel

421 Plant model

A simple model of the water-level in pqalan be obtained by conservation of mass [6, 43]:
aiyi(t) =ui(t—1) — vi(t) — di(t),

wherey; is the flow over the upstream gatg the flow over the downstream gatg,models the off-
take load-disturbances from pgat; is the transport delay of water from upstream gate to downstream
gate of the pool, and; a measure of the pool surface area. Note the interconnegtion;. 1, i.e. the

flow out from poo] equals the flow into pogl,. Taking Laplace transform, yields

R:ivi(s) = i(e—sriui—vi—di)(s)‘ (4.1)

i
4.2.2 Designing of the distributed controller

Fig./4.4 shows a localized portion of a channel under distributed distantsdeam control, where

R is the nominal model (4.1) for pgolandK; in Fig./4.3 is split into a loop-shaping weigh{ and

a compensatoke, (with y< andul, input from and output to the shaped plant, respectively). Note
the constraint on the interconnection between controlfrs- w{il. Designing of the distributed
controller consists of the following three steps, which are consistent wittvéieknown 77, loop-
shaping approach [28].
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Figure 4.4: Localized portion of distributed controller design

1. DesignW to shapeR based on local performance. Typical off-taldgsre step disturbances;
based on the internal model principle [13], a simple selection coultf be% for zero steady-
state water-level error. For robust stabilityjs selected such that the local crossover frequency
w, < 1/1; (see [40]). Denote, := (a,uiK)T andn; := (rj,Au;,di)", with r; the water-level
setpoint and\u; modeling additional uncertainty in flow over gat&or a channel oN pools,

LetGs:= (Gg,, ..., Gy, ) denote the interconnection of the shaped plant
u Wi
G = (&)~ ()
g &) (%=
) %) ()
efsri\Nl \NI ) efsTi\Nl
with v; = wi; and boundary conditiomy = 0. Note that such a boundary condition is possible
with distant-downstream control.

8= o~ o

(010) 1
i
(W —sap saj s

2. Synthesiz&., to cope with the tradeoff between local performance and closed-logpiogi
Let Ko := (Keoy, - - ., Kwy ) denote the interconnection of

= () ()

with Vi =w! ; and boundary conditiov§ = 0; and letH (G, K.,) denote the closed-loop trans-
fer function from(ng, ..., nN)T to (z,... ,zN)T. The synthesis problem is formulated as

min y
Kooe%/syn
subject to (4.2)
HH(GS7K°°)H00 < y
where.%syn represents the set of stabilizikg's. Note that we usé- ||, to denote the#;, norm
of a transfer function. Such a structured optimization problem can bedsbivemploying the
technique in/[19], see [20].

3. The final distributed controller is then given by
G (4) - () - )

1For local performance, one considergo be small; while closed-loop coupling is cause by control aaticte com-
pensatey. As shown in[[6], 211], for purely decentralized feedback conffigl,g + Tg,—y € 5" = 1.
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4.3 Closed-loop performance

For distant-downstream control, the internal time-daidimits the local performance. For example,
the local bandwidth limit of 17; is previously considered in the selection of the weight gain|n

this section, the influences af on the closed-loop coupling are discussed. It is shown that such
time-delays, not only make it difficult to manage the water-level error aipen, but also cause
the amplification of control action, in the upstream direction. Further, aisaltysnade on how the
distributed control compensates for such influences.

4.3.1 The impact oft; on global closed-loop performance
From (4.1), for a channel df pools
Y1 TGy G

U1
YN-1 B "G G (uN'1>
yN N—1 N—1 Un

L [N

Gy ch
+ ] ( : > (4.3)
L éN dN

whereG; = Sa_ e St andG; = . As previously mentioned, it is reasonable to assufe: 0 as
boundary condition for syntheS|s of the distributed controller under distannstream control. The
distributed controller is represented by

Ki @ u= K21 K22( )

()= [ (e

fori=2,...,N—
s ()[4

This gives the general form of the distributed controKer

() - [0

where fori = 1,...,N, K = K22, which takes care of local performance, and the additional decoupling
terms

Kiivi = K2KE, (4.5)

j—1
Kij = K& ] Ke* | Kf?forj>i+1
k=i+1

Note thate; = r; — y;. Then the closed-loop relationship between water-level errors artekaf

disturbances is:
er Mi1 - Min dp
<;> _ [ ]() (4.6)
Q.\l |V||.\|N d.N
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where fori = 1,...,N, Mj = -G (1—|—GiKii)_l and forj >i+1
j
Mij = Mi 3 (Kit1k — Kike™) M. (4.7)
k=1+1

We see that the closed-loop transfer matrix is upper-triangular, henomuitieariable system inherits
the local stabilities. That is, the multivariable system is stéldad only if all monovariable systems
are stable. Since all the lower off-diagonal entries are null, even foehmgmatch, robustness is
also inherited from local systems. A perfect decoupling is achieved dlfgr> i,

Kit1j—Kije>" =0. (4.8)

This requireX;j = K1 j€", which is non-causal and hence impractical.

Next, analysis of global closed-loop performance is made on the two tyqgmoaling properties of
a (distant-downstream) controlled irrigation channel: water-level eragggation and amplification
of control action. Assume onlgly occurs in the system, whig =0 fori=1,...,N— 1. Then from

(4.6),
To.1oe = MinM gy

= Mii(Kiypi1—€ %K) +
N
Mii (Kiy1k—Kike™ST )My
k=1+2

N -1
Mit1i+1 z (Kit2k—Kit1ke 1) My .

k=142
Small||Tg,,—¢ ||~ (€.9.< 1) represents a good management of the water-level error propagation

Remark. 2 For the case of a string of identical pools with purely decentralized feddbaatrol
(i.,e. K=diag(Ki)), Tg.;—~e = MiiKit1i11. If the selected Ks are identical for all i=1,...,N,
then||Tg,, e lle > 1 (see [6, 21]). Such a strategy, i.e. designing ély based on local control
performance, creates very strong coupling between loops (§ifice ¢ ||« Occurs at the same fre-
quency for all i). Instead, to decouple the interaction between pools, am&esign 's such that
the downstream closed-loop be slower than the upstream-?oHesvever, it is nontrivial to cope with
the tradeoff between local performance and closed-loop decouplirgintyly tuning the feedback
controller. In contrast, the resulted distributed controller, by taking the eéhseeps in Sectian 4.2,
optimizes a measure of the global performance, accounting for suchiedffa

From (4.4) and (4.6), the coupling of control actions respondiruytis

N N -1
Tuou = zKikMkN Z KizikMin | -
k=l

k=1+1

The following discussion shows thgTy,, ,—y ||« > 1.

For an irrigation channel with purely decentralized feedback controKiie (4.4) being diagonal,
Ty au = MiKi = —GiK; (1-G; Kiie‘TiS)*l. Note thatGiK; involves two integrator3. Applying
Lemma 9.3 of [13], it is straightforward to proydy, -y || > 1.

2Such a scheme is similar as the one suggestéd in [17] for the controlatbap of vehicles, that string instability can
be avoided at the expense of successively more aggressiveldawsavith linearly increasing gains.
3As previously discussed, for zero steady-state water-level erramtegrator is involved if;; .
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I Ti a; Wi

1| 6min | 10344 n? | 0.349 rad/min
2 | 25 min | 39352 n? | 0.084 rad/min
3| 15min | 26317 nt | 0.140 rad/min

Table 4.1: Pool model parameters: delgy,(surface areaqd) and wave frequency()

Generally, under distant-downstream control (i.e. without the constithiaitk in (4.4) be diago-
nal), to compensate the influence of the internal time-delay, the amplificatiantrbt action in the
upstream direction is unavoidable. This is shown in Figl 4.5. Initially, the syset steady-state.

Ui

Figure 4.5: Control actions for zero steady-state water-level error

At time t;, the flow out of poglincreases, see the changeupf; (the dashed line in Fig. 4.5(a)). To
compensate for the influence af. 1 ony;, the flow into the pooly;, also increases (the solid line in
Fig./4.5(a)). However, the influence afon the downstream water-lewglwill be 7;(min) later than
that ofui.; ony; (see Figl 4.5(b)). For zero steady-state erroy;dfom r; (see Figl 4.5(c)), from
(4.1),u; should be greater than,; for some time such that the area&f is equivalent to the area of
Ay, Hence || Ty iyl > 1.

In Section 4.3.2, the analysis focuses on the impact of the decoupling terms dghisthibuted
controller on the closed-loop performance.

4.3.2 The influence oKjj (j > i) on closed-loop decoupling

As discussed in Section 4.2.2, the synthesi&gfcopes with the tradeoff between the local perfor-
mance and the decoupling of the closed-loop system. To see how the distidoutieoller compen-
sates for the influence of internal time-delays, we study the time and freguesponses of a string
of three pools with distributed control.

The three pools are taken from Eastern Goulburn No 12, Victoria, Aisstraéable | gives the
identified model parameters [33]. To shape the plant, we chdgse 8229 W, — 208865\, —

S

Page 47/57 |




HD-MPC ICT-223854 Implementation of timing and delay related approaches to simple case studie}s

3262354 A y=3is achieved by solving the structured optimization problem (4.2). The famtailer
is shown in Fig. 4.6. All the terms involve an integrator, which comes from thpisg weight. Note

Bode Diagram 11
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|
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-135

10 107 10 10
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Figure 4.6: The distributed controller

thatKy, has similar phase property Esp, i.e. they both involve phase-lead-lag-lag-lead compensation
around the same mid-frequency range; whiig, K»3 have similar phase property Kss.

Fig.|4.7 shows the open loop-gain for ppek. High gain at low frequency is obtained, with
the bandwidths @408 rad/min, M085 rad/min and 0132 rad/min respectively. Around the wave
frequencies, the loop-gains are around0 dB, —20 dB and—25 dB respectively. This ensures no
excitement of dominant waves in all the three pools.

From (4.5),K12 andKy3 have a similar structure, whilk,3 involves K%l for decoupling. The
following analysis is made by checking the impackag® andK;3 on decoupling of the closed-loop
system.

Impact of Ky3

The gains offy, e, andTg,.y,, With and withoutzs, are given in Fig. 4/8. Witlz3, a lower gain in
the mid-frequency range is achieved.

Fig. /4.9 shows thaz3 helps in decreasinge, e, | and|Ty,—,| at the low and middle-frequency
range, whereals is significant. One can thus expect a good management of the water-temel e
propagation and attenuation of the amplification of control action kith

The time response of the close-loop system is shown in Fig. 4.10 and 4.1the fimulation,
the water-level setpoints are setras= 10 m, fori = 1,2,3. Note thatr, is much bigger thars;
such a combination, i.e. a long upstream pool with a short downstreamipddficult for managing
the tradeoff between the local water-level error and the amplification mif@oaction® When an

4As formerly discussed, the weight gains are chosen to set the loofp@aitwidth just below Ar; rad/min.

5Similar impact ofK1, as that ofKo3 on the closed-loop decoupling can be expected and hence the analysistésio
here.

6As previously discussed, to decouple the closed-loop system, onkl $hoto make the downstream loop slower than
the upstream loop.
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Figure 4.7: Local loop-gain with the distributed controller
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Figure 4.8:|Ty,—e,| (top) and|Ty,—u,| (bottom), with and withouKz3

off-take of 98.6 Ml/day starts in poglat 30 min till the end of the simulation scenario, the water-
level error in pooJ is better managed witKy3 operating in the system than withokips. Indeed,
with Koz, mta>4e2(t)| decreases about@ m (compare the red solid line with the red dashed line).

This is important since, as discussed in Sedtion 4.1, in gravity-fed irrigagomanks, water-levels
represent the capacity to serve water-demands at the off-take poigt&4.FlL shows the upstream
control actions in p09!3 to compensate the influence @&f on e, andes.” With Ka3, Uy responds to

For clarity, we zoomed in to the first 12000 mins to show the changes of titeotactions whers starts. Note we did
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Figure 4.10: Water-level error propagation: with and withide

the change ofi; faster than withouKz3 operating on the closed-loop. Notetz nmaxt)| is smaller with
K3, i.e. a better attenuation of the amplification of control action is obtained.

Impact of Ky3

Fig.[4.12 showsTq,, e, | and |Tg, .y, |, With and withoutk;3.8 With K3, a lower gain in the low and
mid-frequency range is achieved, hence better decoupling of the dlogedystem can be expected.
This is confirmed by the time responses shown in[Fig. 4.13 and 4.14. \#hearts at 30 min, the
water-level error in poglis smaller withK;3 (see the green solid line in Fig. 4.13) operating in the

the similar in Fig. 4.14.

8For the case oKy3 =0, it is assumed tha¢}! = 0, while K1, andKz3 still operate on the closed-loop.
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Figure 4.11: Amplification of control actions: with and withd{is
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Figure 4.12: Ty, ¢ | (top) and| Ty, ., | (bottom), with and withouK;3

system than withoui;3 (the green dash-dot line). Fig. 4.14 shows the change of control adtion
pooI17273 in response tal;. We see that withK13, u; reacts faster to the changeun than the case
withoutKy3. Moreover,||u; || is smaller withK 3.

Some remarks

The closed-loop coupling teriidj (see(4.7)) is composed Mi'j = M (Kiy1x — Kike™ ) My; for
k=i+1,...,j. Fig.[4.15 shows the impact & on Mi'j in the above three-pool example. It is

observed that

1. Ki decreases the gain bff

j

at low frequencies where typical off-take disturbances are signifi-
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Figure 4.13: Water-level error propagation: with and withidys
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Figure 4.14: Control actions: with and withdts

cant;

2. Kix operates orMi'j by imposing onM;iKi; 1 kMkj an additional phase lead-lag compensation
around the frequency of/1;.

The first observation explains why witk; operating on the closed-loop, a better management of
water-level error propagation is achieved (see Fig. 4.10 and 4.13)ouwgthit is difficult to directly
make conclusions of global performance from the second observétimyesponses of control ac-
tions (see Fig. 4.11 and 4.14) show that with Kygs the closed-loop predicts the influence of the

internal time-delays and that the control action in response to off-take lukstce is faster than that
without theKjj's.

4.4 Summary

An irrigation channel is a system presenting strong interactions betwexs Jdis paper considers
distant-downstream control of irrigation channels. It is shown that thenalt¢éime-delay for trans-
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Figure 4.15: The decoupling function Kf fork=i+1,...,]

portation of water from upstream to downstream of each pool not only lingtéotel performance,
but also impacts the coupling between pools, i.e. the water-level erroagatipn and the amplifica-
tion of control actions in the upstream direction. More specifically, we liis@issed a distributed
control that inherits the interaction structure of the plant. The controllersgded in a structured
I+ loop-shaping approach. The involved optimization problem manages treoff&etween local
and global performance. Analysis shows that the distributed controliepensates the time-delay
influence by decreasing the low-frequency gain of the close-looplicguierm and imposing extra
phase lead-lag compensation in the mid-frequency range on the clogedelgpling term.

Based on the above observations of the function of the decoupling terthe dfstributed con-
troller, it is of interest in future research to investigate the involvement of siredenponents, e.g.
phase lead-lag in decentralized feed-forward compensators, in adilititve purely decentralized
feedback controller, for a better global closed-loop performance.
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